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ABSTRACT

In this Master’s thesis work we report the first Scanning Gate Microscopy experi-
ments on superconducting weak links, demonstrating the possibility of manipulat-
ing the supercurrent flow across a semiconductor-superconductor heterostructure
through the charged tip of an atomic force microscope at a local level. To this end,
we have employed a new generation of Nb-contacted ballistic InSb nanoflag-based
Josephson junctions. We performed a full magneto-transport characterization of
these devices at 300 mK. Fully gate-tunable Josephson effect as well as larger switch-
ing currents with respect to the previous Nb/Ti contact design have been observed.
Furthermore, we report evidence of fully developed Fraunhofer side lobes, as well as
observation of Multiple Andreev Reflections, demonstrating the high transparency
of the superconductor/semiconductor interfaces. Scanning Gate Microscopy mea-
surements on superconducting junctions clearly show tip-induced modulation of
critical current due to the local charge carrier depletion of the semiconducting
region. Our experimental findings are consistent with theoretical simulations and
establish a new way of investigating the behavior of superconducting weak links,
with a view to supercurrent flow imaging and local investigation of topological
samples.
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INTRODUCTION

Modern electronics is based on a component, the field effect transistor (FET), which
behaves as a voltage-operated valve for electrical currents. This is made possible by
the fundamental property of semiconductor-based devices: the capacity of tuning
their charge carrier density and, therefore, their electrical resistance by changing
the voltage applied to control electrodes called gates.

FET-based technology permeates our every day life in the form of laptops and
smartphones, in addition to being crucial for industrial applications and scientific
research. However, with the ever increasing request for more computational power,
this paradigm is facing its limitations in terms of energy dissipation and communi-
cation speed. For this reason, several companies and research groups are focused
on experimenting alternative routes, such as superconducting electronics [1].
Superconductors are materials that, under specific conditions, let electrical currents
flow through them without energy dissipation (supercurrents), making them ideal
platforms for the development of high-speed and low-dissipation devices for classi-
cal computation. Furthermore, they display quantum behaviour at a macroscopic
scale: since the dawn of the second quantum revolution, superconductor-based
designs are among the frontrunners in the development of quantum technologies
[2].

The possibility to integrate superconductivity into conventional semiconductor-
based architectures is of pivotal importance to retain the advantages of both ap-
proaches. This led to the rise of superconductor-semiconductor hybrid devices, the
most common of which is the superconducting weak link [3]. This consists in a
junction between two superconducting leads that are put electrically in contact
through a semiconducting region. The influence of the leads induces the device
to acquire superconducting properties, making it possible for a supercurrent to
flow through the junction. On the other hand, such dissipationless flow can be
completely suppressed by depleting the semiconducting region from charge car-
riers through gating. This way, it is possible to obtain the Josephson Field Effect
Transistor (JoFET), which acts as a voltage-operated valve for supercurrents, that is
the equivalent of the FET for superconducting electronics.

The study of superconducting weak links is the object of a branch of solid state
physics that has been prolific in the last two decades. Nevertheless, novel ways
of characterizing and controlling these systems still have to be investigated. In
particular, their limited size makes collecting information about their local electrical
behaviour a daunting task.

A new generation of planar superconducting weak links, where semiconducting
regions remain exposed, open up the possibility of manipulating the device via
local gating by Scanning Gate Microscopy (SGM) [4]. This technique, which con-
sists in scanning semiconducting regions with an electrically polarized tip, has
been widely used on non-superconducting devices to investigate electrical current
flow at a local level. In fact, the tip acts as a local gate, which can deplete the
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semiconducting region beneath it from charge carriers, effectively preventing the
flow of electrical current within said region. In the same way, such local gate can
suppress the supercurrent flow across a superconducting weak link; however, so far
no research group had experimentally investigated this possibility.

In this work we present the first Scanning Gate Microscopy measurements per-
formed on superconducting weak links, demonstrating the potentiality of a currently
unexplored way to study the behaviour of hybrid systems at a local level.

To this end, we have employed junctions based on a planar indium antimonide
(InSb) nanostructure, the nanoflag, which has proven to be an excellent platform to
obtain transparent semiconductor-superconductor interfaces [5].

During this thesis, we have fully characterized the behaviour of a new generation of
Nb-contacted InSb nanoflag-based devices by electrical transport experiments in the
superconducting regime, confirming their state-of-the-art quality. Next, after having
optimized the relative measurements protocol, we performed SGM experiments
on nanoflag-based devices in the normal regime, unveiling the potentialities of the
technique as a diagnostic tool to visualize defects in these nanostructures. Finally,
we acquired the first SGM measurements in the superconducting regime, leading to
the observation of clear tip-induced manipulation of the superconducting behaviour
of the sample.

This thesis was carried out at the NEST Laboratory, under the supervision of Prof.
Stefan Heun from CNR-Instituto Nanoscienze. SGM measurements were carried out
in a dedicated setup made available by Scuola Normale Superiore. InSb nanoflags
were grown by the group of Prof. Lucia Sorba. This thesis is organized as follows:

Chapter 2 theoretical introduction on the physics of superconducting weak links;

Chapter 3 discussion of the state of the art of InSb-based nanostructures and Scanning
Gate Microscopy;

Chapter 4 description of device fabrication, experimental apparatus and measurement
techniques;

Chapter 5 experimental result of conventional electrical transport experiment on InSb
nanoflag-based junctions;

Chapter 6 experimental results of Scanning Gate Microscopy experiments, including
tip-induced supercurrent modulation;

Chapter 7 concluding remarks on the thesis work and an outlook on future develop-
ments.
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THEORY OF SUPERCONDUCTIVITY

2.1 INTRODUCTION

Superconductivity and its applications

Superconductivity is an effect that takes place in a wide range of materials spanning
from common metals like aluminium or niobium to advanced ceramics like cuprates
[6]. Although the nature of the underlying mechanism can differ from case to case,
all of these materials share the same behaviour:

¢ perfect diamagnetism;
¢ dissipationless electrical transport;

¢ said characteristics are present up to a critical temperature and are suppressed
in presence of a sufficiently intense magnetic field.

This phenomenology was first discovered by Heike Kamerlingh Onnes [6] in 1911,
who received a Nobel prize for it in just two years time: sign of the immediate
recognition of a discovery that would have influenced both scientific research and
industrial applications for the years to come.

For instance, the possibility of having large electrical currents flowing witout
dissipation inside of metal coils allowed advancements in fields ranging from exper-
imental physics (e.g. particle accelerators) to analytical chemistry (nuclear magnetic
resonance), from medical to transportation applications.

However, this is just scratching the surface of the set of possibilities that supercon-
ductors provide: there is a lot more than just dissipationless transport. To better
understand, it is necessary to dive into the real nature of superconductivity: quan-
tum mechanics.

Superconductivity is an intrinsically quantum phenomenon, i.e., it can be explained
only by taking quantum correlation effects into account. Its key feature is the
so-called macroscopic quantum phase coherence, that is the display of quantum
interference effects at a macroscopic level.

In the last century researchers learnt to harness these quantum properties for tech-
nological applications ranging from sensors (bolometers, SQUID magnetometers...)
to quantum computation (superconducting QuBits).

What’s more, superconductors can be used to induce correlations (and therefore
superconductor-like properties) into other materials placed in contact with them
thanks to the superconducting proximity effect (whose schematic visualization is
displayed in Fig. 1).

One of the most promising ways of engineering quantum devices is the design of
Superconductor-Semiconductor heterostructures [8], which combine the quantum
correlations of the superconductor with the possibility of tuning the behaviour of
the semiconductor by field effect like in the conventional field effect transistor (FET),
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Figure 1: Visual representation of the superconducting proximity effect: the superconduct-
ing order parameter V¥ (indicated by the red line) penetrates across a normal(N)-
superconductor(S) interface inducing correlations into the neighbouring material.
The typical penetration length is labelled as &s. Adapted form [7].

the basis of modern electronics.

The possibility of having a voltage-operated tuning knob makes such devices inte-
grable into existing conventional electronics architectures, paving the way to their
upcoming step into the commercial applications world.

However, in order to produce a working quantum device, we must be able to select
suitable semiconductor-based platforms, clean enough to preserve the supercon-
ductor-induced correlations.

2.2 FUNDAMENTALS OF SUPERCONDUCTIVITY

Diving into the details of the microscopic mechanisms that can explain supercon-
ductivity goes far beyond the scope of this thesis project; however, in order to
understand the physics behind the system under study, it is essential to review the
main theoretical results in the history of research into this subject. The contents of
this section is an adaptation of the following references: [3, 6, 9]

2.2.1  Ginzburg-Landau theory

The first theory able to describe superconductivity was presented by Landau and
Ginzburg in 1950 [10]. Although it is based on a purely phenomenological approach
(i.e. it is not based on first principles), it is still considered one of the most versatile
frameworks available due to the fact that it is based on an extremely limited set of
widely general assumptions.

¢ The thermodynamics of the system is fully described by its free energy F,
which depends on the system’s temperature T but also on a quantity called
order parameter 1\ (X) that describes the correlations in the system.

* 1 (X) is close to zero. Therefore, we can consider a perturbation expansion of
the free energy in 1 (X).

i, T) = [ 8% [alTIhp (31 + BT () +.]. W

10
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The system in thermodynamic equilibrium minimizes its free energy.

¢ There is a critical temperature T, above which { = 0 is the global minimum
of the free energy. However, below T, this single global minimum splits into
many and 1 = 0 does not correspond to the thermodynamic equilibrium
configuration anymore. This can be expressed by the following conditions on
the free energy parameters a and b (Eq. (1)):

a(M=0 T=>T.
a(T) <0 T<T, (2)
b(T)>0 VT

This phenomenological theory is able to describe efficiently every system close
to a phase transition which involves the creation of correlation: not only super-
conductivity, but also ferromagnetism and ferroelectricity. In the latter systems,
the identification of the correlations and of the corresponding order parameter is
straightforward: a ferromagnetic system is the more ordered, the more it is magne-
tized. Therefore, its order parameter is naturally its magnetization.

But what is the order parameter for a superconducting phase transition? The key
insight of Landau and Ginzburg is acknowledging the quantum nature of supercon-
ductivity and interpreting the supercurrent stream as the coherent flow of charge
carriers.

Their idea is to use a "wavefunction-like" (not normalized) complex order param-
eter ¥ (X), that can be interpreted as the wavefunction of the charge carriers’ the
supercurrent is constituted of. In particular, we can rewrite ¥ (X) = /n (X)e®®),
where we define n (X) as the superconducting charge carrier density and ¢ (X) as
a new quantity called superconducting phase, whose manipulation is the key of
superconducting devices engineering.

Applying elementary quantum mechanics theorems it is possible to obtain the
following equation for the charge current density associated to a state with wave-
function ¥(X), the second Ginzburg Landau equation:

Tey— 9 * () S (%) 2\ W () — 2 i (W2 A (%

J(0) = 5 (W (%) V¥ (%) — ¥ (%) VW (%) — 2q1VPA (7)) )
where A () is the magnetic vector potential in the system, i is the imaginary unit,
and m and q are respectively the mass and the charge of a single superconducting
charge carrier.

This relation, alongside the first Ginzburg Landau equation

(T (%) 4 b(T)b (R b (B + 51 (<9 —gA (2) v (=0 (@

and Maxwell’s equations completely describe the behaviour of the system at a
temperature T immersed in an external magnetic field B.
The previous equations Eq. (3) and Eq. (4) allow a finite current density to be

Electrons are fermions, but this phenomenological approach does not take fermion statistics (Pauli’s
principle) into account; however, this does not create issues because we will find out that isolated
electrons are not the charge carriers responsible for supercurrent.

11
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present inside the system. Since we are at thermodynamic equilibrium, there
cannot be dissipation due to this current density: this model can therefore describe
supercurrent. In particular, Eq. (3) can be rewritten in the following form

J®) = 2 (n(®) Vo (%) —an (D A(R)), (5)

which states that there is a finite supercurrent in absence of magnetic fields when-
ever the complex phase of the superconducting order parameter is not uniform in
the system.

Despite its terrific power in describing real physical systems in which superconduc-
tivity is present, this model cannot explain the underlying microscopic processes
from where superconductivity stems out. We therefore must take a step further and
introduce BCS theory.

2.2.2  BCS theory

Bardeen, Cooper and Schrieffer in 1957 were finally able to explain superconductiv-
ity in 3D bulk metallic materials from first principles [11].

The main idea introduced by BCS is the concept of Cooper pairs: they noticed that,
in presence of an attractive interaction between electrons described by the following
Hamiltonian?

H= Zskccﬂ Ckc+ZVEfC12TC C_{1CTq (6)

the non-interacting electronic ground state (the familiar Fermi sphere) is unstable
under the formation of bound states between pairs of electrons close to the Fermi
energy with opposite momenta and spins. One astonishing feature of this predic-
tion is that, at zero temperature, these bound state are energetically convenient
independently of the strength of the attractive interaction, i.e., this phenomenon
cannot be described via a perturbation theory approach.

But what is the source of this attractive interaction? Bardeen, Cooper, and Schrieffer
identify it as low-temperature electron-phonon coupling: electrons induce defor-
mations in the crystal lattice, forming a region of positive charge density in the
trail of their path, which can interact with other electrons generating an attractive
interaction between charge carriers.

Explaining BCS theory in a thorough way would imply to describe a lot of clever
assumptions and cumbersome calculations that go well beyond the scope of this
experimental work. I will just report its main results:

¢ The ground state of the system is described as a condensate of Cooper pairs;

¢ The Hamiltonian of the system close to its ground state can be approximated
up to a global energy shift with the following Hamiltonian

B ot ~ T * .1 T
Hpcs = Z E’k,crc)z,gck,cr + Z (Ac]2 - +A”c “g,© ET) , 7)
k,o k

Here ci;  and c]L12 ,, are the electronic plane wave of momentum k and spin ¢ destruction and creation

operators in the second quantisation formalism. The first summation is the non-interacting electron
Hamiltonian and the second describes the particle interactions.

12
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where & is the energy of a free electron referred to the chemical potential
of the system and A is a temperature-dependent quantity that describes the
superconducting state. The system is not superconducting when A is zero;

¢ There is an energy gap between the ground state and the excitation spectrum
of the system, which is equal to A; in particular, the excited states of the system
can be interpreted in a single particle framework as coherent superpositions
of electrons and holes.

¢ This theory is able to describe the presence of a critical temperature and the
diamagnetic behaviour of superconductors. In particular, the critical tempera-
ture T, of the system is connected to the zero temperature energy gap Ao by

the relation
. 7tk TC

A
0 ov

@®)
where Gamma is the Euler constant, y = 0.577.

However, this formalism only describes the behaviour of isotropic and homogeneous
bulk materials; in order to be able to explain supercurrent flow and other interesting
phenomena we must take a step further and introduce the results of the work of
Bogolyubov and De Gennes.

2.2.3  Bogolyubov-De Gennes equations

Real systems are not homogeneous nor infinite: Bogoliubov and De Gennes were
able to develop a way to decline BCS theory in realistic situations [9].

The main idea of their approach consists in treating the phonon-mediated electron-
electron interactions in mean field approximation, by assuming that every electron
feels only an effective potential obtained by averaging the interactions with the
other carriers over the ground state of the system. In particular, by assuming that
the superconducting pairing is due to a short range "pointlike" interaction, this
approach can describe also the boundaries and interfaces between superconducting
and non-superconducting materials.

This results in the Bogolyubov-De Gennes equations3

pw(R)= (e AR )y ©)
A* (X) Hn (X)

which are Schroedinger equations for the quasiparticles that correspond to the
excited states of the system. The electron Hamiltonian H, is the single particle
Hamiltonian for the electrons in the system, including their kinetic energy and
the electrostatic interactions with their environment.* Differently from plain BCS

These equations are expressed in a useful, but redundant, notation by describing the coherent
superposition of a hole and electron state as a two dimensional spinor whose first component is the

electron wave function and the second is the hole wave function ¥ (X) = (u [X)>. The excitation
v (%)
spectrum of the system is described by just the positive eigenvalues of the equations.

The hole Hamiltonian is equal to Hy, (X) = —Hj (X), being a hole nothing other than the time-reversed
absence of an electron.

13
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theory, in the BdG equations A is position-dependent and must be derived in a
self-consistent way> taking into account not only the temperature and the local
strength of the attractive electron-electron interaction in the system, but He (X) as
well.

These equations, derived from the microscopic theory, provide a much more com-
plicated way to study superconducting systems compared to the macroscopic
Ginzburg-Landau theory: what is the connection between the two?

Gorkov in 1959 [12] was able to demonstrate that the Ginzburg-Landau equations
can be derived from the BAG equations by assuming A (X) to be small with respect
to the thermal energy kgT of the system and linearizing its self-consistency equa-
tion.

This leads to the following results:

e A(X) = kY (X) is the superconducting order parameter described by the G-L
equations up to a dimensional constant.

* The G-L equations are able to describe the macroscopic behaviour of a super-
conducting system close to its critical temperature in a way consistent with
the microscopic theory, which can be used to derive the phenomenological
parameters of the macroscopic theory: in particular superconducting charge
carriers are identified with Cooper pairs and therefore q = —2e.

e If the superconducting pairing potential A (X) possesses a position-dependent
complex phase, then a supercurrent is present in the system.

2.2.4 Characteristic length scales

In order to be able to study superconducting heterostructures, it is essential to know
how to describe the physics at the interface between a superconductor and another
material.

To begin with, let us have a look at Eq. (4) and let us define ¥, = 4/ g ER as the
equilibrium value of the superconducting order parameter at temperature T in an

homogeneous bulk material in absence of external magnetic fields. By considering
Y(x)

the equation for the adimensional quantity f (X) = <— we obtain
292 2 (27N |52 2
ESVAF+ 1§ <> ‘A‘ f—flf| =0, (10)
@y
here @ = 4% is the superconducting magnetic flux quantum and & = ﬁzﬁ)‘ is

a typical length scale of the system: the Superconducting Coherence Length.® This
length scale has two possible interpretations:

* At the interface between a superconductor and an insulating material, it
corresponds to the typical distance that takes f (X) to vary from zero to one.
In other words, that is the distance that separates a completely uncorrelated
region from the bulk of the superconductor (see Fig. 1).

The self-consistent derivation is necessary since the ground state of the system depends on A (X) and
vice versa.

In other references, & is defined as & = / Wzﬁ”, but it is just conventional.

14
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¢ BCS theory predicts that this length corresponds to & = %, where v is the

Fermi velocity of the material; this quantity can be interpreted as the typical
dimension of a Cooper pair.

By performing the same trick on Eq. (3) we obtain 7

- = 1 =
(FERVIER - VFR) - FPAR a1
where A = 4/ % is a quantity called London penetration length, that describes
the typical transient distance between a completely shielded superconducting region
and a region in which a magnetic field is present.
The ratio between & and A splits superconducting materials into two categories:

e If & > A, then at any point below its T¢ and H(T) it is energetically convenient
for a bulk superconducting sample to completely expel the magnetic field
from its insides, thus displaying a uniform superconducting order parameter
in its bulk.

This class of superconductors is called type 1 superconductors. Aluminium,
lead, and mercury fall into this category.

o If £ < A, then for any temperature T < T there is an interval of magnetic

field values Hc1 < H < Hcz in which for the system it is not energetically
convenient to expel all of the magnetic field nor to remain completely in the
normal phase, that is, they are superconductors that can display incomplete
Meissner effect.
In this regime, the material’s bulk is not uniform and presents some regions
where the magnetic field is completely expelled and others where a finite
magnetic field is present. For magnetic field values close to H.1, the latter take
a vortex-like shape and are called Abrikosov vortices. From Eq. (4) and Eq. (3)
we can derive that in each vortex the amount of magnetic flux is quantised in
units of @y. This class of superconductors is called type 2 superconductors.
Niobium and vanadium fall into this category.

2.3 THEORY OF SUPERCONDUCTING WEAK LINKS
2.3.1 Superconducting devices: Josephson Junctions

Superconductivity-based devices display macroscopic quantum phase coherence;
therefore, an additional tuning knob to control their behaviour is present: the
superconducting phase, that is the complex phase of the wave function of the
Cooper pair condensate.

The most simple superconducting device that allows access to this degree of freedom
is the Josephson junction (schematically depicted in Fig. 2), which consists of two
superconducting regions separated by a gap section made of a normal metal, a
semiconductor or an insulator (including, in principle, vacuum).

If the gap is sufficiently short and the materials and interfaces have good quality,

This follows from the Maxwell’s equation V x B = o] and from the definition of the vector potential
V xA=B.

15
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4

Proximity Josephson coupling

Figure 2: Visual representation of a superconducting weak link: the superconducting order
parameter ¥ (dashed red lines) penetrates into the normal region allowing super-
current flow. Adapted form [7].

a supercurrent flow can cross the junction: the effect responsible for this varies
depending on the kind of material the junction is made of:

* in the case of Superconductor-Insulator-Superconductor junctions, the flow of
supercurrent is due to Cooper pair quantum tunnelling effects and thus these

devices take the name of Tunnel Junctions®;

* instead, in the case of superconductor-semiconductor-superconductor or su-
perconductor-normal metal-superconductor junctions, the main effects at play
are proximity effect and Andreev reflection; such devices take often the name
of superconducting weak links.

The behaviour of semiconductor-based weak links can be controlled through
Field Effect by applying a gate voltage to control their charge carrier density

[8].

Furthermore, superconducting weak links can fall into different categories depend-
ing on their spatial dimensions and the properties of the material they are made
of:

* planar junctions: superconducting weak links fall into this category when one
of their transversal spatial dimensions (their thickness t) is small with respect
to the other (their width W): t < W; this condition is typical of junctions
based on nanostructures that display planar quantum confinement;

* short/long junctions: a superconducting weak link is said to be short when
the length of it normal region L (see Fig. 2) is small compared to the supercon-
ducting coherence length of the electrodes &: & > L; vice versa, the opposite
limit defines the long junctions category;

* ballistic/diffusive junctions: the amount of disorder in the normal region of a
weak link is quantified by its mean free path {., defined as the typical distance
that a charge carrier travels between two consecutive scattering events. In a
diffusive junction (also referred to as "junction in the dirty limit") the mean

8 These devices are at the basis of the most common superconducting quantum computer architectures

[2].
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free path is small with respect to the junction spatial dimensions; on the other
hand, in a ballistic junction (also referred to as "junction in the clean limit"),
the mean free path is large with respect to the junction length L, ensuring
that charge carriers hardly ever experience scattering events while travelling
across the normal region.

In this paragraph, the features common to every kind of Josephson junction will
be presented, but the rest of this thesis will focus only on planar, short, ballistic
superconducting weak links.
Far in the bulk of the superconducting leads, in absence of magnetic fields, the
superconducting phase has a well defined value ¢ r that can differ between the
left and the right lead: ¢1 # .
Due to the close relationship that joins a superconducting phase gradient to a
supercurrent flow (Eq. (5)), a given superconducting phase difference across the
junction can be imposed by current biasing the device and vice versa: this takes
the name of DC Josephson effect. The dependence of the supercurrent across the
junction on the superconducting phase difference takes the name of current-phase
relationship (CPR) and differs from system to system.
In the case of tunnel junctions, the CPR takes the form given by the first Josephson
equation [6]

[ =I¢sin(¢pr — dr), (12)

where 1. is the critical current of the junction, that is the maximum supercurrent that
can flow across it, which depends on the composition, geometry, and temperature
of the system?.

Josephson junctions behave like non-linear inductors and for this reason they can be
used to fabricate non-linear LC resonators, which constitute the basic architecture
for conventional superconducting QuBits. In fact, a non-linear inductance is needed
to induce anharmonicity in the system and, therefore, suppress transitions between
its two energy levels of interest for quantum computation and all of its additional
excited states [2].

A paramount result is that Josephson junctions in the dirty limit or close to their
critical temperature (above which no supercurrent can flow across the junction)
behave as a tunnel junction [3]; however, due to the much richer underlying physics,
in clean superconducting weak links at low temperatures and in presence of
transparent interfaces, the current phase relationships can differ a lot from the
sinusoidal one [3].

The potentialities of superconducting weak links span from their bare inclusion in
conventional superconducting QuBit designs [13, 14] to the study of topological
effects [15-18] and the implementation of novel devices like Andreev Spin QuBits

[19, 20].

9 So far we are not considering any effects due to the presence of magnetic fields.
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2.3.2  Current phase relationship

The microscopic theory that describes the behaviour of superconducting systems is
summarized by the Bogolyiubov-De Gennes [9] equations (see Section 2.2.3)

EY (X) = He () AR) Y (X). (13)
A* (X) Hn(X)

In a Josephson Junction, the superconducting phase in a lead corresponds to the
complex phase of the pair potential A (X) = Ag (X) et®%) in said lead; let us assume
the amplitude of the pair potential to be the same on the two sides of the junction
Aor = Apr and let us call the phase difference across the junction ¢ = ¢ — Ppr.
At thermal equilibrium, the total supercurrent that flows across a superconducting
weak link can be derived from the excitation spectrum of the system by making use
of the fundamental relation™

2e OF
[= ¢’ (14)
where F is the Helmholtz free energy of the system.

The following definitions are taken as a starting point:

F=U-TS (15)
AP

U= (He)— ——dxX 16
S=2kg ) (f(e)log(f(e)) + (1 —f(e)) log(1 — f(e))); (17)

e>0
here, S is the entropy of the system, U its internal energy, g (X) is the local BCS
interaction constant, (H.) the expected value of the single electron Hamiltonian,
f(e) the Fermi-Dirac distribution; the summation is carried out over the positive
eigenvalues of the Bogolyubov-De Gennes Hamiltonian, and the factor 2 is due to
spin degeneracy.
After some cumbersome calculations [9, 21], the following results are obtained:

- e ARP
F=—kgT 8;)log <2cosh <2kBT>) +J 9 ®) dxX+Tr(He) (18)

The following aspects can be noted [21]:

* The trace of the single particle Hamiltonian (Tr (H))is independent of the
phase difference across the junction. Therefore, this term does not contribute
to the supercurrent.

* The integrand in the second term displays a dependence on ¢ just inside the
junction region (g (X) is phase independent as well as |A (72)|2 in the bulk of
each lead); the contribution to the supercurrent due to this term scales like
L/&, where & is the superconducting coherence length of the electrodes and L
is the junction length; in the short junction limit, the contribution due to this
term is negligible.

10 This relation can be readily derived from Ginzburg-Landau theory Eq. (3), but it far more general
[21].
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¢ As aresult, in the short junction limit, the most relevant contribution to the
supercurrent flow is given by the first term in the free energy expression.

In the short junction limit the supercurrent flow is thus described by the following
expression

Ogp  4dekpT 0p
Z tanh <2kBT> 30 i JAO log <2cosh <2kBT>> %ds (19)

where we have separated the contribution of the discrete energy spectrum of
the system (described by a discrete set of energies ¢,) from the continuous one
(described by the out-of-gap energy density of states p(¢)). In the short junction
limit, the continuous spectrum constribution scales like L/ [21], thus it is negligible
with respect to the supercurrent carried by the discrete spectrum.

Finally, the expression for the supercurrent in a short superconducting weak link at
thermal equilibrium is

o¢
= R Z tan <2kBT> % (20)

and therefore the junction’s current-phase relationship is fully determined by its
discrete energy level spectrum [21]. The following paragraphs aim at descibing a
well-established model used to describe superconducting weak links and retrieve
such spectrum.

2.3.3 Andreev reflection and BTK formalism

In order to understand the physics of hybrid devices, it is necessary to comprehend
the phenomenology that takes place at the interface between a superconductor and
a normal material placed in electrical contact with one another.

In 1982 Blonder, Tinkham, and Klapwijk [22] formulated a Boltzmann equation-
based approach to describe the current-voltage curves across a normal-supercon-
ductor interface: the BTK formalism.

Such description is built on the solution of the BAG equations in 1D at the interface
between two defect free-regions, one of which displays a superconducting pairing
Ag; the other region is assumed to be a normal conductor with A; = 0; such regions
are separated by a delta-like barrier of strength Z to describe the non-ideality of the
interface (disorder, Schottky barriers, and impurities).

Let us assume the zero of the energy scale to be the chemical potential in the
superconducting region, i.e. the energy of the Cooper pair condensate. For the
scattering of an electron of given energy impinging from the normal side of the
interface, the following possible outcomes have to be considered:

¢ the electron can get reflected back: this process is always possible at a potential
barrier and takes the name of normal reflection (depicted in the left side of
Fig. 3); the probability associated to this process is labelled as B(E);

¢ the energy of the electron lies inside the superconducting energy gap. Then it
cannot scatter into the superconductor as a single particle excitation; however,
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3 3
Figure 3: On the left: normal reflection at a normal-superconductor interface; on the right:
Andreev reflection taking place at the same interface.

: N2V
9 0 1 +A 3 4
; §+ 17+ 'i_ kj'+

Figure 4: Possible scattering processes occurring at a Normal-Superconductor interface:
an electron in the state 0 impinging from the normal side can either experience
normal reflection (B), Andreev reflection (A) or transmission as a quasiparticle
excitation in the superconductor (C,D); adapted from [22].

it can bind to a counter-propagating electron to form a Cooper pair and to-
gether they can tunnel into the superconducting region. In the normal region,
this is equivalent to an electron of energy E being backscattered as a time
reversed hole of energy —E. This process takes the name of Andreev reflec-
tion™ (depicted in the right quadrant of Fig. 3) and is strongly suppressed in
presence of a high barrier strength Z; the probability associated to this process
is labelled as A(E);

¢ if the energy of the electron lies outside the superconducting energy gap, it
can tunnel into the superconductor as a single particle excitation; at a given
energy, there are two possible single particle states with the proper group
velocity in which the electron can scatter into; the probabilities associated to
these process are labelled as C(E) and D(E)

All of this scattering outcomes are depicted in Fig. 4. By solving the BAG equations in
this system it is possible to determine the expressions for the scattering probabilities
A(E), B(E), C(E), and D(E) (Fig. 5) which can be implemented in a Boltzmann
equation approach to completely determine the I-V characteristics of the normal-
superconductor interface.

11 Andreev reflection is present also when the energy of the impinging electron lies outside of the
superconducting energy gap, but gets less and less probable the higher the difference between the
energy of the electron E and the superconducting gap A is.
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Figure 5: Dependence of the scattering probabilities on the energy of the impinging electron
at various barrier strength; adapted from [22].

21

[ November 22, 2024 at 16:53 — version 1 ]



12
13

2.3.4 Superconducting weak links: Andreev Bound States

Once able to describe the scattering of charge carriers at an N-S interface by
computing the relative scattering amplitudes, Tang et al. [23] were able to describe
the behaviour of an S-N-S system by adopting a scattering matrix-based approach.
The easiest case to treat corresponds to a 1D system in the absence of any interface
potential barrier, Fermi velocity mismatch, or Fermi wavelength mismatch between
the normal and the superconducting regions. In these conditions, at energies
inside the superconducting gap, only Andreev reflections are allowed (see Fig. 5).
By imposing a good definition of the wavefunction, i.e., its hole and electron
components are single valued, it can be shown that the in-gap energy spectrum is
composed of discrete eigenvalues (in a similar fashion as a particle in a box).
Such self-consistency relation results in the following quantization condition [8]
(Fig. 6):

EL E
AL 2 arccos (A) +d+2m; neZ; [E <A, (21)

where E is the eigenstate energy, A the superconducting energy gap of the leads,
¢ the superconducting phase difference between the leads, ¢ the superconducting
coherence length of the leads, and L the junction length.

These eigenstates, whose wavefunctions are localized in the normal region and fade
exponentially into the superconducting leads, take the name of Andreev bound
states and constitute the discrete energy spectrum referred to in Eq. (20).

In the short junction limit, the left hand side of Eq. (21) can be neglected: only two
Andreev bound states'* are therefore present in the short junction limit, correspond-
ing to [8]

EL = +Acos (?) , (22)

which implies that, by inserting this result into Eq. (20) and taking the low tem-
perature limit [E1| > kgT, the current phase relationship of an ideal junction is

8]

2

Once we take into account also a delta-like potential barrier at each interface,”> we
obtain the following equations [8]:

I =1I.sin <¢> ;¢ e l—mm. (23)

cos? (%) +422

EL =+4A 472 11 (24)

sin(¢)

\/cos2 (%) —|—4ZZ;

where Z is the strength of the delta-like interface potential barriers.
By looking at the current-phase relationship dependence for different interface

I=1¢

¢ € [-mml, (25)

Each with spin degeneracy.
Still assuming low temperature, short junction limit, and no Fermi wavelength nor Fermi velocity
mismatch at the interfaces.
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Figure 6: Andreev bound states energies as a function of the superconducting phase differ-
ence across an ideal junction of length L = 2& (left) and L = 20§ (right); adapted
from [8]

barriers, it can be noticed that the more transparent they get, the more skewed the
CPR is (Fig. 7).

All of the previous equations assume the system to be one dimensional: in order to
describe a more realistic situation, the transversal dimensions of the system must
be taken into account.

More complex models can take into account intersubband scattering, junction
length equaling its width, and Fermi velocity mismatch between transport channels
in the normal region and the leads [8]. Nevertheless, the following pages aim at
underlining how the results of this one-dimensional toy model are far more general
than expected.

The problem in its most general form can be attacked analytically or numerically by
scattering matrix approach in the normal region [24], taking into account all of the
properties of the normal material (spin orbit coupling, presence of defects, Fermi
velocity...).

This approach consists in the following wavefunction matching condition

SA(E)SN(E)Win =V¥in; A>E>0O, (26)

where Vi, = (We,Wh) is the normal region eigenstate wavefunction expressed
in the normal region scattering basis. Sa (E) is the scattering matrix relative to
Andreev reflection at the interfaces, and Sn(E) the scattering matrix across the
normal region.

By assuming ideal interfaces’# and no Andreev-reflection induced scattering be-

This is a valid assumption since any interface potential barrier can be taken into account as part of
the normal scattering region.
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Figure 7: Current-phase relationship at various junctions transmittivities as obtained from
Eq. (33).

tween different modes, in the short junction limit, the following expression for
Andreev reflection holds

sA(E)ze—iarcws(i)<° TA>, (27)
TA 0
where
TA = U O . (28)
0 ie i®1

By solving this matrix equation, the Andreev state spectrum can be obtained, and
by plugging it into Eq. (20), the current-phase relationship can be obtained. If trivial
scattering across the normal region (Sn(E) = 1) is assumed, then the matrix can be
rearranged into n independent 2 by 2 blocks (n is the number of active scattering
channels) that produce exactly the same equation as the one-dimensional case in
the short junction limit.

In the most general case, the normal region scattering matrix can be written in the
following form

So(E) 0
S F_ = Vi
N(E) ( 5 sg(—E)) 29)
So(E) = (Mt TR (30)
trL  TRR

The scattering matrix must be computed numerically from the normal region single
particle Hamiltonian, which can be no easy task, but for the sake of this derivation
let us assume that this computation has been performed. Since the energy range
of interest is given by A, which is usually small compared to any other energy
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scale of the system, the energy dependence of Si can be approximated as trivial
So(E) = So0(0).
By diagonalizing Eq. (26), the energy spectrum can be extracted. The final result is

- j:A\/l —-Ty sin? <(§), (31)

where v € [1,n] is the transport channel index and T, is the junction transmittivity
of the v-th transport channel.
Finally, the global current phase relationship of the junction is

I(¢) = % ZTV\/ sin(¢) ) tanh (Zki—]—\/] - Ty sin? (‘i)) . (32)

1-T, sin? (%

Provided that there is no sizable difference between the transport channel transmit-
tivities, then the following approximated expression holds

AN sin(¢) A . 2(¢
o) = TeRn ; <%) tanh <2kBT\/1 — Tsin (2>> , (33)

1 —7sin

where T is an effective junction transmittivity and Ry = Tllez is the normal
state resistance of the junction. The same result has been obtained by Kulik and
Omelyanchuk solving the Elienberger equations [25].

It is easy to notice that this expression is no different from the one derived from the
one-dimensional toy model (Eq. (25)). In particular, the main features of the CPR

still hold:
¢ the more transparent the junction, the more skewed its current-phase relation;
¢ the less transparent the weak link, the more it behaves as a tunnel junction.
Furthermore, other essential features of superconducting weak links can be noticed:

¢ the weak link’s critical current depends on the number of active transport
channels, which depends on the density of states at the Fermi energy in the
normal region;

* by controlling the chemical potential of the normal region via electrostatic
gating, such density of states can be modified to enhance or suppress super-
current flow across the junction;

¢ in particular, in case the normal region is a semiconductor and the chemical
potential is placed in its energy gap, supercurrent flow across the junction is
completely suppressed.

This is the functioning principle of the Josephson Field Effect Transistor (JoFET),
which is the device at the basis of superconducting electronics.
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Figure 8: Proximity effect in a planar structure: the combination of normal reflection at
the bottom of the film and normal/Andreev reflections at the interface with the
superconducting leads induces a gap A* in the region direclty below the leads;
image adapted from [28].

2.3.5 Inclusion of the proximity effect

The more transparent are the junction interfaces, the higher the critical current of
the junction and the richer the physics that can be observed. However, obtaining
high-performance interfaces is no easy task [26].
One necessary step is optimising the quality of the electrical contacts, that is the
interfaces between the superconducting metal and the semiconducting normal
region. The main issue is the fact that hetero-interfaces tend to be disordered
systems due to the presence of impurities (e.g. oxidized regions) and mutual
diffusion of one material into the other.
Nevertheless, there is a way of partially getting around this by exploiting the
superconducting proximity effect: at the superconductor-semiconductor interface
the superconducting order parameter does not drop to zero at the interface, but
instead it penetrates into the normal material, modifying its local density of states.
At the same time, the superconductor gap close to the interface gets reduced. This
effect can be explained as the penetration of delocalized Cooper pairs across the
superconductor-normal interface and can be described via the Eilenberger equations
[3]-
In particular, if the system’s geometry resembles that in Fig. 8, where the normal
region is a planar structure®, the semiconductor immediately below the contacts
acquires superconducting properties, that is a superconducting gap that can be
described by the following relation [27]

A(T)

A= em s G

where T. is the superconductor critical temperature expressed in electron-Volts and
v is a parameter that describes the Cooper pair breaking across the S-N interface:
the lower it is, the more transparent the interface.

This way an effective S-5’-N-5’-S junction is obtained, with a far more complex
out-of-gap energy spectrum [8].

However, the main result is that almost perfectly transparent S’-N interfaces are
obtained, since they are not made of boundaries between different materials, but
between two regions of the same impurity-free epitaxially-grown semiconductor
crystal that resent of the proximity effect differently.

Thinner than the superconducting coherence length.
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On the other hand, we are interested in having the highest induced superconducting
gap possible, in order to operate in a suitable range of temperatures and magnetic
fields: for this reason it is of paramount importance that the interface between the
metal and the semiconductor is as transparent as possible, so as to minimize yg
and therefore maximize A*.

2.3.6  Voltage carrying state: multiple Andreev reflections

In addition to the Josephson current, one of the prominent phenomena displayed
by superconducting weak links is the presence of Multiple Andreev Reflections
(MAR).

This effect takes place when a finite voltage bias is imposed on the junction, i.e.,
when the two superconducting leads are separated by a potential difference.

Even in these conditions, at every normal-superconductor interface, the scattering
phenomenology is the one described by the BTK formalism, thus Andreev reflec-
tions take place.

The description of voltage biased junctions based on the BTK formalism (that is
step-like interfaces with delta-like potential barriers) takes the name of Octavio —
Blonder - Tinkham — Klapwijk (OBTK) model [29, 30].

Let us assume a perfectly transparent superconducting weak link with a proximity-
induced superconducting gap equal to A*; due to the electro-chemical potential
difference between the two superconducting leads, the following process is active
(as displayed in Fig. 9):

¢ an out-of-gap single particle excitation in one of the superconducting leads
penetrates into the normal region;

¢ such particle gets Andreev reflected by the opposite lead;

¢ the excitation experiences back and forth Andreev reflections, accumulating
an energy equal to eV at every normal region crossing, until...

e ..it reaches one of the leads with an out-of-gap energy, allowing it to exit the
normal region as a single particle out-of-gap excitation.

The greater the ratio between the superconducting energy gap and the voltage drop
across the junction A*/V, the higher the number of Andreev reflections necessary

’ 7 05 1.0 15 20
eV ()

Figure 9: On the left: visual representation of a Multiple Andreev Reflection process of
order n = 2; on the right: differential conductance as a function of the voltage
bias in Josephson Junctions with different transparencies; adapted from [28].
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Figure 10: On the left: voltage-current curves extracted from the OBTK model for different
values of the interface barrier strength Z; on the right: relation between the
normalized excess current and the interface barrier strength in the OBTK model;
adapted from [30].

for the particles to get out of the energy gap. In particular, an n-times Andreev
reflection process is active when % <V e(%mA: T 16

Since every Andreev reflection effectively transfers a 2e charge across one of the
normal-superconductor interfaces, the more Andreev reflections are present in the
active transport mechanism, the more the electrical conductivity of the junction is
enhanced.

This creates the so-called subharmonic gap structure, that is a step-like dependence
of the junction’s differential conductance on the voltage bias, with transitions
located at the previously mentioned voltages V;,, = %, which takes the form of
differential conductance oscillations once finite junction transmittivity is taken into

account (Fig. 9).

By fitting the differential conductance curves with an appropriate model [5, 28, 31],
the junction’s interface transparency can be obtained, making MAR measurement a
valid tool to estimate the quality of superconducting heterostructures and, especially,
to estimate the induced gap. In fact, in the case of highly transmissive junctions,
the latter can be derived from the positions of dips in the differential conductance
signal corresponding to the transitions Vy = znAe*.

On the other hand, in order to achieve an on-the-fly estimation of the quality of the
interfaces in the junction, it is convenient to look at its excess current Ig.

As just discurred, due to the presence of single Andreev reflection processes, in
an ideal junction even at high voltage bias V > z—f*, the conductance across the
junction is enhanced with respect to the normal state conductance of the junction.
This results in an Ohmic current-voltage dependence if it wasn’t for the fact that
the linear fit of the data does not pass through the origin, but has a finite intercept
at a value of current equal to Ig (as shown in Fig. 10).

As the interface quality gets lower, the value of the excess current decreases,
eventually becoming negative for particularly dirty interfaces.

The quantity « = eRnIg /A* is strongly tied to the interface barrier strength Z of
the OBTK model (as shown in Fig. 10). The more « is close to the theoretical limit
for ballistic junctions Xigeq1 = %, the better the interface transparencies [30].

It is worth noticing that, due to the modified density of states of the proximity-

The single Andreev reflection process is active for every voltage drop above V = 2%.
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induced region, in principle Andreev reflection can occur even when a particle
impinges on the S’-N interface with an energy that does not lie inside the induced
energy gap, but lies inside of the energy gap of the metallic leads that exert the
proximity effect [8]. However, this process can be completely suppressed [5, 32] by a
good but far from ideal interface quality between the metal and the semiconductor,
i.e., when the induced gap is much smaller than the gap of the superconducting
metal electrodes.

2.3.7 Magnetic field influence: superconducting quantum interference

Magnetic fields and superconductivity do not really get along together [6]:

¢ on the one hand, applying a magnetic field on a bulk superconductor greater
than its critical field H. completely suppresses its superconducting behaviour
reverting it to its normal phase;

¢ on the other hand, thanks to the Meissner effect, magnetic fields get com-
pletely (type I superconductors or type II superconductors with fields weaker
than their Hc1) or partially (type II superconductors between Hc1 and He2)
expelled from bulk superconducting samples'”.

However, superconducting heterostructures include non-superconducting compo-
nents, into which magnetic field can penetrate freely. Moreover, magnetic field
expelled from the superconducting leads gets focused into the normal region sand-
wiched between them, enhancing the effect of the magnetic field.

It is therefore interesting to study the magnetoconductance of superconducting
weak links, i.e., how the presence of an external magnetic field affects the supercur-
rent flow across the junction.

One of the best known cases is that of a planar junction subjected to a uniform,
external magnetic field B perpendicular to the junction’s plane. The easiest way to
approach the problem is through Landau Ginzburg theory that, albeit phenomeno-
logical, qualitatively matches with numerical simulations [33].

Let us work within the following assumptions:

* high aspect ratio: L/W < 1 where L is the junction’s length and W its width;
this allows to consider the junction as an array of 1D junctions in parallel (i.e.,
we consider carrier trajectories just perpendicular to the electrodes);

* negligible self-field effects: supercurrent flow across the junction, like any
current flow, generates a magnetic field that eventually interacts with the
supercurrent itself; this is usually a faint effect for junctions with low current
densities: its strength is evaluated by a parameter called Josephson penetration

length [34]
B dyWt
¢= ’/7uolc(2?\+L)' (35)

17 As already discussed in Section 2.2.4, the remaining field gets confined into structures called Abrikosov
vortexes.
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Figure 11: Weak link in presence of an externally applied magnetic field: scheme of the
path for the circulation integral that allows to compute the spatial dependence
of the superconducting phase difference across the junction.

where A is the London penetration length of the superconductor’®, @, the
superconducting flux quantum, pp the vacuum magnetic permittivity, t the
junction thickness, and I the critical current of the junction in absence of
external fields, assumed for the sake of simplicity to be uniform.

In order to be able to neglect self-fields, each of the junction dimensions
must be small with respect to (; by considering the typical parameters of
the junctions that will be presented in this work (L = 200nm, W =1 pum,
t =100nm, A = 40nm, and I. = 100nA) we obtain a Josephson penetration
length of ¢ = 7.5 um, thus satisfying this condition;

¢ uniform magnetic field B = B2 across the junction, that can be described by
a Landau gauge vector potential A = Bx{j, where the axis directions were
defined as in Fig. 11.

In this framework, the first thing to be noticed is that a superconducting phase
difference across the junction is not well defined anymore.
In fact, by combining Eq. (5) with the relationship

CD:J A-dl (36)
Y

between the magnetic flux across a surface delimited by a closed curve y and the
magnetic vector potential, the following relation is obtained

B he o mJ(X) .
o= L <ZV¢ (X) — —) -dl (37)

By taking a close loop as depicted in Fig. 11, the only branches that contribute to
the circuitation integral are the ones deep in the bulk of the leads, where transversal
supercurrent is absent™. This implies that, since a finite flux ® = B(L 4+ 2A)y is
present across the area delimited by the curve and since the line integrals correspond
to the superconducting phase difference between two pairs of points at different y

The region of the heterostructure where the magnetic field is present is L + 2A long.
Transversal supercurrent is generated to screen the magnetic field in the bulk of the electrode: it is
confined to a A-wide region at the interface of the electrode.
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Figure 12: Magnetic interference pattern in a high aspect ratio junction possessing a sinu-
soidal CPR (Fraunhofer pattern), plotted from Eq. (41); the critical current is
normalized with respect to its value at zero magnetic field.

coordinates, there is a spatial dependence of the phase difference across the junction
invy:

Adly) = Aply = 0)+ TEE Y, G9)
This means that there is the formation of positive and negative supercurrent regions,
which at high enough magnetic fields lead to the formation of Josephson vortices,
which are areas of the junction that contribute with zero net supercurrent.

To obtain the total supercurrent flowing across the junction, it is necessary to
integrate over the infinite 1D junctions in parallel, each with its own phase difference
across itself; defining J.(y)x(Ad(y)) to be the current phase relationship of the 1D
junctions, the total supercurrent across the junction is equal to

w

1Aty =00 = | Jely)x (Aby =0

| 2mB(2A+ L)y) a. )

Ol

In the case of sinusoidal CPR (k(Ad) = sin(A¢)) and assuming the zero-field critical
current density to be uniform across the junction J.(y) = J ¢, this is equal to

sin (%)
H{Ad(y =0)) = Le(B = 0)sin(Ad(y =0)) | —25- | - (40)
Do

The supercurrent across the junction is at maximum when the reference phase
difference Ap(y = 0) = m, giving the well known Fraunhofer pattern modulation:

; D
I.(®) = I(B =0) S“‘qu’) , (41)
Koy

depicted in Fig. 12.
Although this result is limited to sinusoidal CPRs, the "Fraunhofer pattern” denom-
ination is often used in any type of junction, due to the fact that current phase
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relationships are always 27m-periodic and therefore the main features of the critical
current modulation are preserved even when the sinusoidal assumption is dropped:

* the presence of a magnetic field decreases the junction’s critical current with
respect to the zero-field case;

* when an integer number of superconducting magnetic flux quanta penetrate
into the junction’s normal region, destructive interference occurs, and the
junction’s critical current drops to zero;*° this divides the critical current
modulation curve into lobes.

* each lobe corresponds to a specific number of completely developed Josephson
vortices present inside the junction.

To describe more general cases, the hypothesis of zero-field uniform supercurrent
denisity distribution must be dropped.

Till very recently [35], no direct measurement of the supercurrent density distribu-
tion in Josephson junctions has been performed: in absence of that, there has been
struggle to retrieve such information from the plot of the critical current modulation
driven by the magnetic field.

Dynes and Fulton [34] were able to develop a technique to retrieve the supercurrent
density distribution from the Fraunhofer pattern in the case of sinusoidal current
phase relationship, akin to an inverse Fourier transform. Despite the strict set of
hypotheses this method is based upon [36], it is often utilised even outside its range
of validity for qualitative evaluations.

20 This holds just in the case of zero-field uniform supercurrent distribution; otherwise, the minima of
the Fraunhofer pattern remain finite, but an oscillatory pattern is still expected.
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STATE OF THE ART

3.1 INTRODUCTION TO SEMICONDUCTOR NANOSTRUCTURES

Figure 13: Scanning Electron Microscopy images of semiconductor nanostructures. On the
left, InSb nanowires (adapted from [37]), on the right InSb nanoflags (adapted
from [38]).

In order to observe quantum phenomena in semiconductors it is crucial to be able
to produce samples that present both sufficiently high charge carrier concentration
and sufficiently long coherence length' and momentum relaxation length (usually
quantified with the electron mobility of the sample) with respect to the typical di-
mensions of the region of interest. These requirements are usually met in structures
in which charge carriers are confined into regions with at least one dimension com-
patible with their Fermi wavelength, giving rise to quantum confinement effects.
Both semiconductor heterostructures (e.g. quantum wells) and single atomic layer
materials (e.g. graphene) have proven to be excellent platforms for designing quan-
tum devices, but they are not the only alternatives.

Recent developments in epitaxial techniques allow near-perfect control over the
composition and the morphology [39] of crystalline samples at a nanoscale level:
"nanoflags" (2D), "nanowires" (1D), or "quantum dots" (0D) geometries can be
obtained, as displayed in Fig. 13.

By limiting the presence of dopants to the surface of such structures, that is leaving
their bulk to be defect-free, they can display electron mobilities that, although far
inferior to those of the most refined quantum wells, are sufficiently high to support
a huge plethora of quantum phenomena, including conductance quantization [40],
Coulomb blockade [41], Quantum Hall Effects [42], and superconducting proximity
effect [5].

1 The parameter that determines whether or not the system displays quantum effects is the carrier
coherence length 14, that can be interpreted as the maximum distance over which a charge carrier
can display effects of self-interference (in the same way as it is defined for photons in interferometric
experiments). It can be way larger than the charge carrier wavelength, depending on the quality of
the device and the temperature of the system.
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Figure 14: Energy bandgap-vs-lattice constant in III-V semiconductors alloys; adapted from
[43]-

3.2 INDIUM ANTIMONIDE AS A MATERIAL PLATFORM
3.2.1  InSb properties

Indium Antimonide (InSb) is a III-V semiconductor with zincblend crystalline
structure and a room temperature lattice constant of a = 6.65 A [44], which is the
largest in the III-V family. Its small* (compared to other III-V alloys) direct bandgap
of about By = 0.23 eV [45—47] makes it a promising candidate to develop infrared
emission and detection devices [48]. These peculiar characteristics are what makes
InSb both interesting and difficult to handle.

In fact, due to large lattice mismatch with all of the common crystal growth
substrates, fabricating InSb-based samples is a daunting task, but it might be
worth the struggle since its properties, when combined with superconductivity, are
predicted to give rise to exotic states called Majorana zero modes. This is one of the
main topics studied by a prolific branch of condensed matter physics research that
investigates topological systems, i.e., systems displaying properties that are resilient
to the action of external perturbations and to the presence of impurities [49]. In
recent years, great investments have been dedicated to technological advancements
towards the development of topological quantum devices, which would allow to
perform fault tolerant quantum information processing [49, 50].

Spin-orbit coupling

Spin-orbit coupling is a relativistic effect experienced by particles that posses a
finite gyromagnetic factor, like electrons.

Once a magnetic particle is in motion in a region where an electric field E is
present, due to relativistic fields transformations such particle can experience a
finite magnetic field in the reference frame where it is at rest. Such magnetic field
interacts with the magnetic dipole moment of the particle, therefore correlating the

Large lattice constants are correlated to small bandgaps.
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Figure 15: Band structure of III-V semiconductors; adapted from [51].

particle spin to its motion. In the case of an electron, the Hamiltonian describing
this process is the following [51]:

Hso = gels (E X ﬁ) : ﬁ (42)
where g. = 2 is the gyromagnetic factor of the free electron and m. the free electron
mass.

Antimony is a heavy atom, which enhances relativistic effects in antimony-made
materials. Like other III-V semicondutors [51], InSb possesses an s-wave conduction
band and three p-wave valence bands3, two of which (the | = %, labelled as 1h and
hh in Fig. 15) are separated from the third one (the | = %, labelled ad so in Fig. 15)
by the so-called spin-orbit split off gap, as shown in Fig. 15. The large split off of
Aso = 0.803 eV of InSb evidences the strength of its spin-orbit interaction.

In absence of external electric fields, the behaviour of a charge carrier in the
conduction band can be described by the following single particle Hamiltonian
where the influence of spin-orbit coupling is completely contained in the parameters
m* and g [51]:

(hk+eA)? g

e T oHBO-B (43)

k - p perturbation theory states that the effective mass of the conduction band is
modified due to interband mixing in the following way [51]:

H=

m* ms 32 \Ey  Eq+Aso)’ 4
where 1/mj is the conduction band effective mass without taking into account

interband mixing. Py is a matrix element that quantifies the overlap between p
and s orbitals. The equation Eq. (44) clearly states that the smaller the bandgap Eg,

Multiplicities do not take into account spin degeneracy; the indicated bands do not possess s nor p
symmetry due to interband mixing, but they are commonly labelled according to the type of orbitals
with the strongest contribution.
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the smaller is the effective mass of the material, which is in agreement with InSb
possessing a small effective mass m* = 0.018m. [45, 52, 53].

Another result of k - p perturbation theory is the determination of the influence of
interband mixing on the Landé g factor [51]:

2Epo 1 1
=2+ ——,
g 3 <Eg T Aso Eg) (45)

where Epg = P(z) /h? =23.1€V [54] is the square of the momentum matrix element
for InSb.
Since Epg is very large with respect to the other energy scales and E4 < Aso, the
InSb Lande factor g = —50 [54] is one of the largest observed in III-V materials.
In case an external or built-in electric field E is present, interband coupling induces
a spin-orbit interaction even in the otherwise "s-wave" conduction band: the so-
called Rashba spin-orbit coupling? [51, 56], which can be described by adding an
additional term to the Hamiltonian:
E 1 eA)2

H:W—i—gugag—i—a(ixﬁ)-& (46)
where o = %‘% <_(Eg+1w + E%) |E| is the interaction parameter and 2 is the elec-
tric field direction. The low value of the energy bandgap with respect to the other
energy scales of the system results in a large Rashba spin-orbit coupling parameter
in InSb-based platforms.

Schottky barriers and Ohmic contacts

Contacting semiconducting samples with metallic leads is usually an issue due
to the nature of the electronic states localised at the semiconductor’s surface [57].
Due to the presence of unsaturated atomic bonds, a high surface density of states
is present; when electrostatic and diffusive equilibrium have been reached, the
phenomenon of Fermi level pinning takes place: the electronic bands of the semi-
conductor bend in proximity of the interface in order for the chemical potential to
be located at a precise position in energy, depending on the interface in question.
Most semiconducting materials have their chemical potential pinned close to the
middle of their energy bandgap independently from their bulk doping level: a
Schottky barrier is created between the metal and the semiconductor, precluding a
transparent transfer of carriers between the two materials.

However, when dealing with superconducting proximity effect, it is crucial that
the interface transparency is maximized, and therefore the presence of a Schottky
barrier must be avoided.

When working with InSb-based nanostructures like nanowires or nanoflags, the
crystalline facets that are available for the deposition of the metallic leads belong to
the {110} family. For this reason, it is essential to understand the behaviour of InSb

For non centrosymmetric crystals (like InSb) it is worth noticing that also another spin-orbit interaction
is present: the Dresselhaus spin-orbit coupling [51, 55]. It is caused directly by the crystalline potential,
so it is present also in bulk samples in the absence of external fields. However, in the case under
study it is not the dominant effect and can be neglected.
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at these surfaces.

The {110} surfaces of untreated InSb display Fermi level pinning close to its valence
band maximum [58, 59], which results in an inconvenient Schottky barrier for
electrons. However, technological advancements found that InSb{110} surfaces can
be treated with sulphur-based solutions in order to substitute some indium surface
atoms with sulphur atoms. Once this is done, the result is twofold [58]:

¢ sulphur atoms act like surface-localised donor impurities: the InSb crystal
experiences an n-type doping, and, since carriers and impurities are separated,
no reduction in its carrier mobility;

¢ the presence of sulphur donors at the surface results in the complete nullifica-
tion of surface band bending: no Schottky barrier is present and an Ohmic
contact is obtained.

For this reasons, indium antimonide is an ideal candidate to obtain extremely
transparent semiconductor-superconductor interfaces [26].

3.3 INSB NANOFLAGS AS A MATERIAL PLATFORM
3.3.1 State of the art of InSb-based nanodevices

Due to its large lattice mismatch with common substrates used for crystal growth,
fabricating InSb-based quantum wells is a daunting task. In fact, without due pre-
cautions, the build up of internal stress generates defects in the crystalline structure
of the device which undermines its quality.

One way of getting around this problem is by accurately engineering a set of
stress-compensating buffer layers [60-63]. This approach leads to high-mobility 2D
electron systems, but, on the other hand, connecting the metallic leads is non-trivial.
In fact, in order to induce a significant superconducting proximity effect on the
system, the leads must be placed as close to the active region as possible, which in
a quantum well with a wide barrier layer requires etching the barrier material in
the contact regions prior to their deposition: this approach may compromise the
charge mobility of the system. Alternatively, the electron gas can be contacted at
the sidewalls of the mesa [64, 65].

It is worth to mention that relevant results [46, 64, 66] were obtained in recent years
on aluminium-proximitized InAsSb quantum wells,> including the recent demon-
stration of a 2-site Kitaev chain [67]. However, fabricating high quality quantum
wells remains extremely hard, and this makes this platform often unavailable.

The most common way of getting around internal strain is by growing free-standing
1D structures, which can relax the stress laterally during the growth procedure, not
being subjected to lateral mechanical confinement. It is no surprise then that the
most commonly used InSb nanostructure consists in InSb nanowires, which have
been pivotal in the search for topological superconductivity (a review can be found
in Ref. [68]) and which are still promising for the study of the behaviour of finite
length Kitaev chains [69, 70].

5 In order to maximize the interface quality, epitaxial Al has been deposited in situ in the MBE chamber
[66].
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The main issue with working with nanowires is their one-dimensional geome-
try, which limits the device design possibilities and makes it more complicated
combining them into a scalable architecture. In general, 2D geometries are much
more versatile, e.g. allowing for the fabrication of Hall bars [38] or multiterminal
Josephson junctions [71].

One of the goals of materials science research on InSb has been to find a way to
exploit the versaltility of a 2D geometry on free-standing defect-free structures: a
possible solution is given by InSb nanoflags.

3.3.2 High mobility InSb nanoflags for quantum technology

InSb nanoflags consist in thin crystalline flakes of indium antimonide which possess
a sheet-like geometry and can be grown in a free-standing way, as shown in Fig. 16.
The first report about them can be found in the works of De La Mata et al. [72] and
Pan et al. [73]: they were grown on InAs stems in Molecular Beam Epitaxy facilities
normally used to produce nanowires. The combination of the vapour-liquid-solid
(VLS) growth mechanism in metalorganic vapour phase epitaxy (MOVPE) [74,
75] and selective-area growth was later demonstrated as a successful method for
the growth of 2D InSb flakes, as well as, in more recent times, chemical vapour
deposition [48].

Both the MBE and the MOVPE method are based on inducing a crystal twinning
event in an initially 1D nanowire stem to trigger crystalline growth in a 2D fashion
or, alternatively, on the merging process of two nanowires [75].

An alternative way of growing high-quality InSb nanoflags (depicted in Fig. 17)
is based on Chemical Beam epitaxy, which allows directional control over the
precursor fluxes, and was demonstrated by Lucia Sorba’s group in Pisa.

By using InP tapered nanowires as stems in order to support the weight of the
upcoming nanostructure® and carefully aligning” the precursor beams with respect
to the stems, the group demonstrated the possibility of inducing the growth of

6 Previously utilized InAs nanowires displayed worse mechanical characteristics that resulted in
bending and consequent misalignment during the InSb growth process.

7 Alignment is achieved making use of an in-situ RHEED (Reflection High Energy Electron Diffraction)
apparatus.

Figure 16: SEM (Scanning Electron Microscopy) images of the nanoflags grown by De La
Mata et al. [72]; on the left: nanoflags attached to their growth substrate; on the
right: SEM image of a single nanoflag.
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Figure 17: Alingnment procedure and directional growth of InSb nanoflags by Chemical
Beam Epitaxy; below: SEM image of CBE grown InSb nanoflags; adapted from
[38]-

high aspect ratio defect-free InSb 2D nanocrystals. Crystals in the um scale in two
directions and with a typical thickness of 100 nm have been obtained, which have
been fully characterized by both TEM analysis and transport measurements.

Low temperature (4 K) measurements of InSb nanoflag-based Hall bars resulted
in field effect and Hall mobilities as high as p = 29500 %, corresponding to a
mean free path of about {. ~ 500 nm, sufficient to fabricate devices that work in
the ballistic regime [38].

Different groups have investigated InSb nanoflag-based devices, demonstrating
gate tunable proximity induced superconductivity [5, 32, 76] as well as electrostatic
control over spin-orbit interaction [47, 77].

In fact, due to the strong planar confinement present in these structures and the
asymmetry in the system due to the presence of the back gate which generates built
in electric fields, strong Rashba spin-orbit coupling (as high as o = 0.42 eVA) has
been reported [78].

Our group has also reported full electrostatic control of the dissipation-less transport
[5] as well as superconducting diode effect [79] in junctions defined by Ti/Nb
superconducting contacts. More recently, in an InSb nanoflag-based Josephson
Junction with Nb superconducting contacts®, our group reported the presence of
half integer Shapiro steps [80]. All of this contributed to proving the quality of
these devices as high transparency weak links, making them ideal candidates for
the search for exotic effects in ballistic superconductivity.

8 That is, without the Ti layer.
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Figure 18: Tuning fork-based atomic force microscope; adapted from [83].

3.4 SCANNING GATE MICROSCOPY
3.4.1 Historical note

When designing and fabricating macroscopic objects, be it an engine or a building,
engineers must investigate carefully the behaviour of each individual component, in
order to be able to guarantee its safety, reliability and functionalities. It goes without
saying that this trivial design rule should be kept in mind also in the nano-sized
world.

However, due to the limited size of the devices under analysis, collecting local infor-
mation with sufficient spatial resolution is no easy task and has become the subject
of a specific branch of science spread across physics, chemistry, and engineering
that goes under the name of Scanning Probe Microscopy.

The first result in the scanning probe field was the invention of the Scanning Tun-
nelling Microscope (STM) at the Zurich IBM laboratories in 1981, which eventually
lead to assigning the 1986 Nobel prize to Binning and Rohrer, its developers [81].
Despite the potentiality of recording atomically resolved topography and local
density of states maps, one of the main limitations of STM is that the sample has to
be electrically conductive: STM cannot operate on insulators.

To be able to map the topography of insulating samples as well, the Atomic Force
Microscope (AFM, depicted in Fig. 18) was conceived, still at the Zurich IBM labo-
ratories, by Binnig, Quate, and Gerber in 1986 [82].

Its principle of operation is based on the mechanical interaction between an atomi-
cally sharp tip and the sample via van der Waals and Pauli repulsion forces, which
are universally present and thus allow the application of the technique to any kind
of sample. In the following years, AFM was taken as the starting point to develop
many other scanning probe techniques: one of them is Scanning Gate Microscopy.
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Figure 19: Principle of operation of SGM (a-b): polarising the tip modifies the potential
landscape felt by charge carriers inducing backscattering; (c-d) bottom of the
conduction band as a function of the position for different voltages applied to
the tip; adapted from [85].

3.4.2 Scanning Gate Microscopy

Analyzing the topography of nanostructured devices is not the only application of
SPM. Particular interest is devoted the study and manipulation of the electronic
properties of matter at a local level, which is inside of the capabilities of an STM,
but far beyond the scope of an ordinary AFM.

Nevertheless, AFM is suitable to be performed also on semiconductor-based devices
at the basis of modern day electronics, and thus interest into upgrading the setup
to perform electrical measurements sparked.

The first to conceive the idea of Scanning Gate Microscopy (SGM) was Weservelt’s
group at Harvard in the late 1990s [84]. The principle is straightforward: an AFM
tip is capacitively coupled to a sample close by; therefore, when a potential differ-
ence is imposed between a semiconducting device and the tip, field-effect-driven
accumulation or depletion of charge carriers in the region immediately below the
tip takes place.

This way, a movable local scattering centre for charge carriers is obtained (Fig. 19),
whose spatial dimensions vary depending on tip quality, tip-to-sample distance,
and potential difference.

By current or voltage biasing the sample and recording its conductance response
as a function of tip position, information can be obtained on the current density
distribution in the sample as well as the presence, nature and location of defects
and much more about the physics of the specific system under study.

This is of particular interest when the investigated sample is in the ballistic or
mesoscopic regime, where quantum coherence effects are relevant and it is possible
to explore tip-induced quantum interference effects.
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Figure 20: SGM map of the coherent electron flow across a quantum point contact; adapted
form [4].

3.4.3 State of the art

The proof of principle of scanning gate microscopy [84] involved the manipulation
of the electronic transport in a quantum point contact (QPC) defined in a GaAs-
AlGaAs quantum well.

In a very short time, the full potentiality of SGM was eventually demonstrated by
directly visualising the branched electron flow through an electrostatically defined
QPC in a GaAs-AlGaAs quantum well [4, 86]. The most notable feature of this
experiment was that for the first time imaging of coherent quantum electron flow
was achieved: SGM maps clearly showed interference fringes spaced by half of the
Fermi wavelength (Fig. 20).

Further measurements were able to determine the role of the background potential
and of hard scatterers in the electron wave flow and to map the former by extracting
the local Fermi wavelength from the local fringe spacing and the latter from the
interference pattern [87-89].

In higher mobility samples and at lower temperatures (in order to achieve a suffi-
ciently long thermal length)?, it was eventually possible to visualise Fabry-Perot
resonances [9o] between the tip and a QPC, from which the spatial dependence of
electron dephasing could be measured; furthermore, advancements in sample and
apparatus quality paved the way to the study of the electronic equivalent of optical
resonant cavities [91].

Other paramount achievements of SGM include direct visualisation of magnetic
focusing in a 2DEG [92], and Quantum Hall edge states manipulation and tomog-

Here is a difference between the common notations in optical interferometry and electronics: in optical
interferometry, no inelastic scattering is usually present. Therefore the name "coherence length" is
usually associated to the maximum difference that two optical paths can have in order to preserve
relative coherence. It is determined by the energy broadening of the source. In electronics, this goes
under the name of "thermal length", whereas the "coherence length" is associated to the maximum
electron path length along which self coherency is preserved. It is dominated by inelastic scattering.
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raphy [93—97]. Furthermore, electron transport in two-dimensional materials like
graphene [98-102] and MoTe; [103], carbon nanotubes [104—106], quantum dots
[107-109], quantum rings [110] and nanowires [111] has been investigated through
SGM as well.

Due to the extreme fragility of induced superconductivity to the presence of noise,
performing SGM on superconducting heterostructures is a challenge few experi-
mental setups in the world are capable to overcome.

To my knowledge, just three SGM experiments have ever been performed on super-
conducting devices so far.

In 2009 M. Huefner et al. [112] at ETH-Zurich investigated a superconducting single
electron transistor based on an aluminium nanometric island, in a regime where no
Josephson effect was present across the tunnel junctions connecting the dot to the
electrodes.

In 2020 S. Bhandari et al. [113] at Harvard were able to image Andreev reflection in
graphene in a single superconducting electrode architecture by exploiting cyclotron
motion to spatially separate the particles impinging on the electrode from those
reflected by it.

In 2024 Hegedus et al. [114] were able to study by SGM the effect of two-level
defects as noise sources in solid state superconducting quantum systems.

None of the aforementioned experiments addressed the study of Josephson currents
across superconducting weak links.

3.4.4 SGM on Josephson Junctions

The main purpose of SGM has been imaging normal state current densities with
the following procedure:

* bias the device and measure the desired electrical signal in the tip’s absence;

* place the tip close to the sample and polarize it to deplete the region immedi-
ately underneath, nullifying the current density in this region;

* by measuring the signal dependence on the tip position and subtracting its
unperturbed value, the amount of current blocked by the tip and therefore
the local current density can be determined.

Now the question is: can this procedure be generalized to supercurrent mappings?
The only thing the tip can do is pushing a limited region of the sample into the
normal state by depleting it, as depicted in Fig. 21; however, this means that the rest
of the device remains in the superconducting state, effectively creating a parallel
with zero resistance, that in electronics is known as a short circuit. In other words,
in current bias the voltage drop is likely to be zero irrespectively of the tip position,
unless one of these two situations occurs:

¢ the area depleted by the tip is so large that the entire junction is brought
back to the normal state; this can happen due to bad tip quality, and it is
detrimental to the experiment;
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Figure 21: Scanning gate microscopy applied to a Josephson junction; adapted from [33].

¢ the changes induced by the tip potential in the scattering matrix of the junction
are such that the critical current of the junction drops below the current bias,
causing a switch to normal state.

The latter situation can be harnessed via the following measurement protocol, that
allows the measurement of the critical supercurrent density:

¢ current bias the device and sweep the bias current to determine the junction’s
critical current in the tip’s absence;

¢ place the tip close to the sample and polarize it to deplete the region immedi-
ately underneath, nullifying the supercurrent density in this region;

* sweep the bias current and measure a full I-V curve for each pixel. This allows
to obtain the dependence of the critical current on tip position, and subtract it
from the unperturbed critical current. The amount of supercurrent blocked by
the tip and therefore the local critical supercurrent density can be determined.

These are the main ideas that set most of the framework to be able to image the
junction’s critical current density distribution; however, a crucial detail has been
hidden under the rug, that makes data analysis of critical current SGM maps non-
trivial: the superconducting phase difference can adapt to the presence of the tip, in
order to achieve the maximum possible supercurrent at criticality.

This takes place in junctions with non-uniform local CPR or in presence of an
external magnetic field. The latter case has been theoretically investigated in [33],
and is briefly reported in the following paragraph.
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Figure 22: Simulations of SGM imaging of supercurrent distribution at various magnetic
fields; in particular, conditions (a) and (e) (corresponding to fluxes equal to ©/2
and 3®/2 threading the junction) allow supercurrent imaging, while condition
(c) (corresponding to a flux equal to @y threading the junction) prevents it;
top: simulated supercurrent density field. bottom: simulated SGM signal map.
Adapted from [33].

3.4.5 Josephson vortex imaging

Let us consider, for the sake of simplicity, a uniform short Josephson junction. In
this situation, the system’s behaviour in presence of an external magnetic field can
be described with the following model [33]:

7 2B(2A + L
Ic = I’R%"Jvzv Je (Y, Yeip)x (Ad> + ”(%Jr)y) dy (47)
1
JeWytip) =Jo [ 1— ) (48)
‘I + Y (;:)ztlg
() = (@) (49)

1 —Tsin? <%)

e the first equation (Eq. (47)) is equal to Eq. (39) and describes the critical current
across the junction as the parallel of infinite one-dimensional junctions;

¢ the second equation (Eq. (48)) describes the presence of the tip as a modula-
tion of the local critical current density. The depleted spot is described as a
Lorenzian of width d;

¢ the third equation (Eq. (49)) is just the current phase relation for a short
junction, already presented in Eq. (33).

Since the supercurrent density distribution is determined by the junction’s CPR,
being able to map it would allow to visualize the asymmetrical shape of the
Josephson vortices.

The issue lies in Eq. (47), where the critical current configuration is identified
as the one corresponding to the value of A} that maximizes the integral of the
supercurrent density.

In absence of a magnetic field, A corresponds to the superconducting phase
difference across the junction, which is a well defined global quantity of the system.
When a magnetic field is present, the superconducting phase difference can only be
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Figure 23: Simulations of SGM imaging of supercurrent distribution at two different mag-
netic fields; adapted from [33].

defined locally. This adds a degree of freedom to the system: in order to maximize
the Josephson current, A$ can now adapt to the presence of the tip by a rigid shift
in the supercurrent spatial distribution [33].

If the system is perturbed by changing its phase difference by 8¢, the corresponding
supercurrent change 01 depends on the superconducting phase difference across
the junction at the junction’s extremes and in the region depleted by the tip. The
total change in supercurrent driven by this perturbation can be expressed as

Dy

ol = Itip(A(b) - Itip(Ad) +6¢) + (Iright(A(b) - ]Left(ACb))m&b/ (50)

where 2B(A 4 1)

T + i
Lip = Jox (8 + TEEEE ) g G51)
0
is the supercurrent blocked by the tip and
2nB(2A+ L) ¥

Jrightleft = Jok (A(b + (D02> (52)

are the supercurrent densities at the left (y = —W/2) and right (y = W/2) edges of
the junction respectively; a maximum is reached when the following condition is

met
8l

5
We first notice that, at low magnetic fields and with a tip of good quality, the
depletion spot is much narrower than the Josephson vortex diameter:

0. (53)

Dy
d < = (54)

(2A+1)°

This implies that A at criticality is determined almost solely by the effect of the
edges and therefore approximately independent of the location of the tip, allowing
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SGM supercurrent imaging, unless Jignht(P) — Jiert(P) = 0 independently from
Ad.

The latter condition corresponds to being close to a minimum of the Fraunhofer
pattern, and in that case 51/8¢ is dominated by the effect of the tip. Therefore, the
supercurrent distribution at criticality adapts to the presence of the tip, preventing
the possibility of imaging it by SGM (Figs. 22 and 23).

In any other case, i.e., close to the Fraunhofer lobe maxima, the the supercurrent
distribution at criticality cannot adapt to the presence of the tip, which allows the
possibility to map the shape of Josephson vortices following the protocol described
in Section 3.4.4.

Recently an alternative way of investigating supercurrent flow by scanning probe
microscopy has been demonstrated: Yacobi’s group at Harvard was able to map the
supercurrent-generated magnetic field distribution close to a Josephson junction
via a scanning probe magnetometer based on a single nitrogen vacancy in diamond
[35]. Despite its undeniable potentialities, which include the possibility of mapping
the supercurrent distribution in conditions different from criticality, this technique
necessitates of samples displaying high critical current densities to create a suffi-
ciently strong magnetic field to be detected. Besides, since the technique is based on
zero interaction with the sample, manipulation of topological samples is impossible
due to the intrinsic resilience of this systems to external perturbations.
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MATERIALS AND METHODS

4.1 FROM METALORGANIC COMPOUNDS TO JOSEPHSON JUNCTIONS

4.1.1  Growth of InSb nanoflags

<111>

<1-21> <10-1>

Figure 24: On the left: SEM image of InSb nanoflags grown by Lucia Sorba’s group at Nest;
adapted from [38]. On the right: schematics of an InSb nanoflag with crystallyne
directions indicated.

The InSb nanoflags used for this work were grown by chemical beam epitaxy
(CBE) from metal-organic precursors in a Riber Compact-21 system, by the group of
Lucia Sorba [38]. Tapered Indium Phosphide nanowires (NW) are used to provide
full support to the nanoflags. This strategy allowed to obtain InSb NFs about
2.8 £0.2 pm in length, 470 + 80 nm in width, and 105 £+ 20 nm in thickness, with
{110} crystalline facets (as shown in Fig. 24).

Initially, tapered InP nanowires were grown on InP(111)B substrates via Au-assisted
growth. Au particles with diameter of 30 nm dropcasted onto the bare substrate
catalize the growth process.

The InP nanowire stems were grown with sample rotation, in order to ensure their
uniform radial growth, for go minutes at 400 °C, with 0.6 Torr TMIn (trimethylin-
dium) and 1.2 Torr TBP (tert-butylphosphine). Then the growth temperature was
reduced by 30 °C (in presence of TBP flux only) to the InSb growth temperature.
The InSb nanoflags were grown without rotation, after aligning the (112) crystal
direction toward the Sb precursor beam, as described in [38], initially for 30 min
with 0.6 Torr TMIn and 2.3 Torr TMSb (trimethylantimony), and then for additional
60 min, linearly increasing the TMSb line pressure from 2.3 to 2.6 Torr, in order to
enhance the asymmetric radial growth.
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4.1.2  Device fabrication

Two different sets of devices were analysed in this thesis project. The first set,
including sample SC7 and SC6, was fabricated by Dr. Sedighe Salimian in 2021,
while the second set, including samples SGM1 and SGM3, was fabricated by Dr.
Gaurav Shukla in 2024 following a similar recipe, which includes the following
steps.

Firstly, the InSb NFs are drop casted onto a pre-patterned highly conductive p-type
Si(100) substrate, which serves as a global back gate. A 285nm thick SiO; layer
covers the Si substrate as dielectric.

During the mechanical transfer, the InSb NFs are detached from the InP NW stems,
and are randomly distributed on the surface of the substrate. In order to fabricate
the devices, the position of selected InSb NFs was determined relative to predefined
alignment markers using high resolution SEM images.

Considering the thickness and the edge geometry of the InSb NFs, Nb electrodes and
additional reference markers were patterned on a 270 nm thick layer of ARO 679.04
resist with standard electron-beam lithography (EBL). Prior to metal deposition, the
InSb native oxide was removed via a 30s etching process in an optimized sulfur
solution of (NH4)2Sx (1 : 9 (NH4)2S« : DI water at 40 °C). Then the samples were
rinsed in DI water for 30s. Next is the metallic film deposition via sputtering:
samples SC6 and SC7 were fabricated with an older recipe that involved the
deposition of a 10/150 nm Ti/Nb thin film with the titanium serving as a sticking
layer; on the other hand, recent results [80] led to the belief that the use of titanium
can be avoided: for this reason, fabrication of samples SGM1 and SGM3 involved
the deposition of a 160 nm pure Nb thin film.

In any case, the deposition was preceded by an intense pre-sputtering on every
used target and was followed by lift off in hot acetone.

After this, samples were glued with conductive silver paste to SGM sample-holders
shown in Fig. 25, and the necessary electrical connections were established by Al
wire bonding.

The SGM sample holder imposes strict constraints on the number of devices that
can be bonded at the same time: 20 contact pins are available, but pin 12 has a
built in connection to the back gate of the sample. Furthermore, only 14 lines are
available for electrical transport. Finally, the bonding scheme of each sample must
be accurately designed in order to be able to approach and operate the microscope
without touching any of the wires.

Fig. 25 shows a typical sample at different length scales, starting from the SGM
sample holder (0.351in x 0.35in); the top right quadrant contains a Scanning Electron
Microscopy (SEM) image of the bonding pads frame (1.5mm x 1.5mm), which
contains the sample frame (150 um x 150 pm), where the fabricated devices and the
Nb markers are located (shown in the bottom left quadrant); finally, the bottom left
quadrant displays the SEM image of device SGM3 H4D2, one of the Nb-contacted
nanoflag-based junction we studied in this thesis work (length L = 190 nm, width
W = 1420 nm).
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Figure 25: Top left: optical microscope image of the SGM sample holder; top right: SEM
picture of a 1.5 mm x 1.5 mm bonding pads frame; bottom left: SEM image of
150 um x 150 pm frame Hy with niobium marker system, sample SGM3; bottom
right: SEM image of junction SGM3 H4Dz2.

4.2 AFM APPARATUS

In order to perform Scanning Gate Microscopy, a low temperature AFM infrastruc-
ture is necessary. This work made use of an Attocube attoAFMIII system based on
low temperature tuning fork shear microscopy.

The main body of the microscope is made of titanium® and comprises two separate
components that include the sample slot and the tip, respectively (Fig. 26).

Its principle of operation allows a completely electrical control of the system: a
quartz tuning fork soldered to a printed circuit board (PCB, displayed in Fig. 27)
is used as a mechanical oscillator; the fork is kept into vibration by a dither piezo
motor which is continuously excited through an AC voltage signal of the desired fre-
quency, while feedback information on the oscillation amplitude is simultaneously
acquired from the tuning fork. Such electrical signal gets first amplified through a
circuit situated on the PCB and containing a 10 MQ) resistor and a pseudomorphic
HEMT capable of operating at low temperatures powered through a dedicated
supply wire; then it gets amplified by a room temperature voltage preamplifier, and
at last it gets recorded through a lock-in amplifier.

A several mm long and atomically sharp? tungsten tip is glued to one of prongs
of the tuning fork: once near the sample, van der Waals interactions produce a
drag onto the tip’s oscillation that induces a shift in the resonance curve of the
tuning fork towards lower frequencies. By keeping the driving frequency constant
and equal to the free oscillation resonance frequency of the tip+tuning fork system,
we observe the sample-to-tip interaction as a decrease in the lock-in oscillation

Titanium is a non-magnetic metal, allowing the operation of the apparatus in a high magnetic field
environment.

2 Such tips are produced from tungsten wire by electrochemical etching.
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Figure 26: Internal structure of the microscope; a) fully mounted microscope head; b) tuning
fork stage; c) sample stage; d) CCD camera picture of the system during an
approach procedure: the reflection of the tip on the sample is used as a reference
to determine the tip-sample distance and the tip position in the initial coarse
approach phase; adapted from [115].

Figure 27: Left: tuning fork PCB; right: optical microscope image of the tuning fork and the
tungsten tip; adapted from [115].
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Figure 28: Resonance curve of the tuning fork at T = 300 mK. The blue lines indicate the
resonance frequency and the free-oscillation signal amplitude of the tuning
fork. The horizontal red line corresponds to the feedback setpoint: the high-
frequency intersection between the resonance curve and the red line (indicated
by a red x) corresponds to the tuning fork working point during the acquisition
of topography maps.

amplitude signal. Due to the short range nature of van der Waals interactions, this
effect takes place only when the tip is closer than 20 nm to the sample [116].

In order to perform AFM, the tip must be kept at a constant distance from the
surface of the sample: a feedback loop is set in order to operate a z-axis piezoelectric
scanner keeping the lock-in amplitude signal at a constant setpoint. The systems is
set to react to drops in the lock-in signal by pulling away the tip from the sample
and, vice versa, to reduce the tip to sample distance when the detected signal is
greater than the setpoint; in order to avoid crashes, the driving frequency must be
chosen to be equal or slightly greater than the resonance frequency of the system,
as shown in Fig. 28.

Choosing a suitable feedback setpoint is of utmost importance as well: the tip-to-
sample distance decreases with increasing difference between the free-oscillation
signal amplitude and the feedback setpoint. At the same time, the feedback response
time decreases with increasing steepness of the resonance curve at the feedback
setpoint. A good rule of thumb consists in choosing a feedback setpoint of about
90% of the free-oscillation signal amplitude; this way, we are able to place the
working point in a region where the steepness of the resonance curve is maximised
while keeping at the same time the tip sufficiently far from the sample to avoid
collisions.

The feedback system includes a Proportional (P) component aiming at reacting to
sudden steps in the sample’s topography and an Integral (I) component aiming at
limiting the fluctuations of the signal around the setpoint. A Derivative (D) feedback
component is absent since it would limit the reaction time of the system to a sudden
change in topography, putting the tip at risk of crashing with the sample. On the
other hand, this implies that fine tuning of the P and I parameters is required, to
avoid either a slow feedback loop or uncontrolled oscillations around the setpoint.
The tip is electrically insulated from the rest of the tuning fork by a 200um-wide
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spacer section of optical fiber, with the additional purpose of broadening the tuning
fork resonance curve3. The tip is connected at its base to electrical wiring used to
electrically polarise it to perform SGM experiments.

Three piezoelectric motors have the purpose of effectuating coarse movements to
reach any desired region of interest with the tip; they operate in slip-stick mode: a
slow dilation and a rapid contraction (or vice versa) are alternated. The difference
between static and dynamic friction coefficients ensures a net relative motion in the
direction of the slow step of the two components connected by the piezo.

Two orthogonal slip-stick piezos for coarse motion in the x-y plane are located
below the sample compartment, while the motor responsible for the z-motion is
located below the tuning fork basis.

The latter is also responsible for the tip approach procedure: once the microscope
is mounted, the tip is usually several millimiters away from the region of interest
in all of the three principal axis directions; after having roughly positioned the tip
manually with the help of a CCD camera, the automatic procedure to get the tip in
contact with the sample comes into play:

1. the feedback loop gets activated and therefore the z-scanner extends the
tip until either it reaches the sample (the feedback setpoint) or it gets to its
maximum extension;

2. if the feedback setpoint is not reached, the z-scanner completely retracts the
tip and the z-coarse positioner makes some steps in order to put the tip closer
to the sample. The coarse positioner step must be at all times shorter than the
maximum extension of the z-scanner to avoid tip crashes;

3. iterate from step 1 till feedback setpoint is reached.

Lateral movement during AFM operation is ensured by a couple of piezoelectric
scanners attached to the basis of the sample stage. At room temperature they have
a maximum range of 42 pm X 42 um while at low temperature (300 mK) it gets
reduced to 8.2 pm x 8.2 um. This implies that in neither case it is possible to image
the whole quadrant where the devices might be located, which is about 150 pm x
150 um in size (see Fig. 25): it is necessary to employ a pattern of markers in order
to be able to navigate the sample and to reach the device of interest.

The following external support electronics is necessary for the AFM operation;

* ASCs500 microscope controller, the central control unit that manages all of the
signal coming from and going to the microscope, in addition to communica-
tion with additional instruments;

¢ ANC150, the coarse positioners controller;
* Nanonis high voltage amplifier to drive the piezoelectric scanners;

* an external PC supplied with Daisy control software to operate the microscope
and coarse positioners controller;

3 This is necessary in order to obtain a stable feedback since otherwise the oscillation amplitude would
vary too quickly with the sample-to-tip distance [117].
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* aroom temperature voltage preamplifier to amplify the tuning fork oscillation
signal.

Once the region of interest is reached at room temperature, the tip is retracted from
the sample and put at a safety distance of about 500 pym from the sample in the
vertical direction: the system is ready to be put under vacuum and cooled down.

4.3 CRYOGENIC EQUIPMENT
4.3.1 Janis cryostat

Most superconducting metals display critical temperatures that range from fractions
to few Kelvin degrees: this field of research requires to have the ability to reach and
maintain such temperatures for the time necessary for the experiment. This can be
done thanks to complex equipment commonly known as cryostats.

Modern advancements in cryogenic technology have given rise to many different
types of cryostats, each with its specific field of application and principle of oper-
ation: this thesis work made use of an 65L Janis *He bath cryostat to cool down
the SGM apparatus to “He boiling temperature at atmospheric pressure, that is
Tape =4.2K.

This cryostat consists in a dewar containing an amount of cryogenic liquid sufficient
to submerge the elements of the experimental setup in need to be kept cold. It
comprises of two layers of thermal insulation:

¢ an Outer Vaccum Chamber (OVC);
* a super-insulating polymer layer.

In order to be able to safely host a low temperature AFM within it, this system
must be as much vibration-proof as possible. The external wall of the OVC is kept
acoustically insulated from the ground by industrial vibration dumpers, while
the super-insulating layer was preferred to a pre-existing liquid nitrogen chamber
due to the tendency of LN, to produce bubble-bursts when close to its boiling
temperature.

A superconducting magnet made of a NbTi coil is placed at the bottom of the dewar
in order to be completely submerged in cryogenic liquid: it is able to generate
intense and uniform magnetic fields at its center without dissipating power due to
its superconducting nature and consequent absence of the Joule effect.

Another superconducting component (a superconducting wire) is placed on the
dewar’s internal wall: only the submerged part displays the superconductive transi-
tion and therefore its resistance can be measured to infer the cryogenic liquid level.
Working with bath (or "wet") cryostats has its drawbacks:

¢ about once a week the experiment must be interrupted in order to refill the
dewar with cryogenic liquid;

* it is extremely expensive due to the limited amount of *He available in the
market and its ever rising price.
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For these reasons, many laboratories (including NEST) have switched to more
modern closed cycle "dry" cryostats that do not need a cryogen liquid bath in order
to reach sub-Kelvin temperatures.

However, in the case of the SGM apparatus, this conversion is not so straightforward:
in order to cool down, cryo-free systems use pulsed tube refrigerators, which
inevitably introduce vibrations to the system. This must be avoided when working
with an AFM since, in addition to limiting its spatial resolution, puts the tip at risk
of crashing with the sample.

Therefore, it resulted more convenient to keep the existing "wet" system and to
upgrade it with an efficient *He recovery system which is to be installed in the near
future in order to greatly reduce the cryostat operative costs.

4.3.2 LHe3 refrigeration stage

All of the SGM apparatus, including the microscope, the sample and all of the
related electrical connections, is contained in a structure designed to be inserted
into the Janis dewar: the SGM insert (Fig. 29).

In addition to the electronic equipment, this section contains also additional cryo-
genic equipment that allows to reach temperatures lower than that of the LHey
bath, namely down to Ty qse = 300 mK: the 3He refrigeration stage.

Its principle of operation is the following: if a liquid and vapour phase coexist at
thermal equilibrium, the temperature of the liquid phase is linked to its vapour
pressure (the lower the pressure, the lower the temperature).

This implies that the temperature of the liquid phase can be lowered by pumping
away the vapour directly above it. But why He? This helium isotope has a boiling
temperature at atmospheric pressure of 3.3 K, lower than that of the more common
“He: it is thus more convenient to use LHe3 to reach low temperatures since at
equal pressure its liquid phase is at lower temperature than its LHe4 counterpart,
as shown in Fig. 30. However, due to 3He cost and scarcity, it must be kept in a
closed circuit.

In order to use L3He, two obstacles must be overcome:

* how to liquefy 3He (condensation);
* how to pump over L3He (pumping);

In order to liquefy He we must put it in thermal contact with a stage at a tempera-
ture lower than its boiling point. This is where the 1K pot comes into use: this is
a chamber that receives a constant L*He supply from the Janis dewar through a
capillary and whose vapour pressure can be lowered by an external scroll pump
in order for it to reach temperatures sufficiently low to liquefy *He that gets in
thermal contact with it.

Once 3He gets liquefied, it flows by gravity into the He pot that is in thermal
contact with the sample and the microscope.

Once in this conditions, the *He vapour pressure is reduced using an Active Char-
coal Pump that exploits the phenomenon of adsorption: they consists in chunks of
porous active charcoal that display on their surfaces binding sites for gas atoms.
The temperature of the charcoal controls the statistical occupancy of the relative
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Figure 29: Pictures of the SGM insert exterior (left) and interior (right); adapted from [117].
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Figure 30: Vapour pressures of 3He and “He; adapted from [118].
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Figure 31: Schematics and operation of a 3He refrigeration stage; adapted from [117].

binding sites: the lower the temperature, the more likely a site is to be occupied,
the less likely (due to mass conservation) it is to find an atom in the vapour phase,
and the lower is the vapour phase pressure.

This way, by controlling the charcoal pump through a heater and a LHe4 cooling
system to respectively increase and decrease its temperature, it is possible to:

* make it release most of the 3He atoms by heating it up to 40K during the
condensation step;

* make it adsorb the He vapour by cooling it down to 4 K during the pumping
step.

These procedures are schematized in Fig. 31. This system does not involve a
continuous supply of L3He to the liquid phase, which instead continues to evaporate
due to the underpressure imposed by the charcoal pumps: this implies that after a
couple of days the liquid phase is completely lost, the temperature of the system
returns back to 4K, and the condensation process must be repeated.

In order to thermally decouple the cold finger from the 4 K bath, most of the insert
is contained in an Internal Vacuum Channel (IVC) that is kept in High Vacuum
Conditions; in order to cool the insert down more quickly to 4K, a tiny amount
of *He gas is inserted in the IVC before cooldown. It gets removed automatically
once the bath temperature is reached thanks to thermally activated sorption pumps
that restore the high vacuum condition and therefore thermal insulation. Five
thermometers allow to record the temperature of the various setup components.
The first two are in contact with the charcoal pot and with the 1K pot, respectively:
they are mainly used to monitor the temperature of the relative components during
the condensation procedure.

Two RuO; thermometers are placed close to the He3 pot and in proximity to the
sample position. The last one is placed at the bottom of the dewar to monitor the
superconducting magnet temperature.
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4.4 ELECTRONICS
4.4.1  Electrical connections

In order to perform an electrical measurement, it is necessary to put the instrumen-
tation in electrical contact with the object of the study.

The SGM setup possesses, in addition to the connections necessary to operate
positioners, scanners, tuning fork, and thermometry, 14 electrical lines available to
connect the sample to external electronic equipment.

4.4.2 Filtering

Several noise sources are present in an electronics lab: black body radiation, Johnson
noise, shot noise, 50Hz noise from the power grid, spourius coupling between the
metallic leads and the sourrounding electronics. Superconductivity is extremely
sensitive to the presence of high frequency noise, which can increase the electron
temperature of the devices: in order to preserve it, every electrical connection,
including the ones necessary for the operation of the AFM, must be filtered to
reduce noise pick up and transmission as much as possible [117].

This is achieved by using three separate stages of filtering;:

* a set of room temperature m-filters (electrical scheme is presented in the
bottom section of Fig. 32) to filter out frequencies above 10 MHz;

* a set of low temperature n-filters to filter out frequencies above 10 MHz that
can be picked up by the cables between the exterior and the cold region of
the cryostat;

* a set of two-stage low-temperature RC filters (electrical scheme is presented
in the top section of Fig. 32) with a cutoff frequency of fc = 2170kHz and a
nominal signal reduction of 40dB per decade above such frequency (R = 1kQ
and C = 47nF).

All of this filtering effectively removes high frequency noise, but it is powerless
against the equally detrimental low frequency noise such as the conventional 50 Hz
introduced by the power supplies.

I/f'm" h\;&b I/uu{
i C
I/I-.FH W\I - Vf}“f

C L C

HH
HH

Figure 32: Schematics of a low pass RC filter (on top) and low pass T filter (at the bottom).
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In order to avoid it as much as possible, all electrical connections are made through
shielded LEMO, BNC, or twisted pair cables. Further attention is needed when
setting up the electrical connections between the various electrical components, in
order not to create "ground loops". The tip voltage line has one more precaution: a
10 MQ resistor is placed between the voltage supply and the tip in order to limit
the current flow to fractions of pA in case of a contact-induced discharge between
the tip and the device.

4.4.3 Instrumentation

Here is a list of all of the instrumentation used during this Master’s thesis project:
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SR830 Lock-in amplifiers: used to generate AC signals of a given amplitude
and frequency while simultaneously detecting same frequency AC current
or voltage signals measuring both the in- and out-of-phase components of
the signal. In order to avoid noise pickup from the 50 Hz power supply
lines, the chosen operating frequency is f = 13.321 Hz; as a signal reference
lock-in amplifiers can take either their own output signal or an external
reference: this allows to operate two amplifiers in sync and therefore to
acquire simultaneously both current and voltage signals generated by the same
excitation; they can also serve as frequency filtered preamplifiers, generating
two distinct DC signals corresponding to the in-phase and out-of-phase
component of the input, which can serve as input for additional electronic
equipment;

Keithley K2614B DC Voltage and Current source: used to generate DC voltage
signals to drive the sample’s back gate electrode or to generate DC current
signals to drive the superconducting magnet;

Yokogawa GS200 DC Voltage source: used to drive all of the DC current bias
measurements. It has been preferred to the Keithley K2614B in this role since
it is able to generate a more stable and clean electrical signal; on the other
hand, the Yokogawa GS200 is able to generate a maximum output voltage
of 30V, while the Keithley K2614B can reach up to 200 V, which makes the
Keithley ideal to operate the gate electrode;

Keysight 34465A digital multimeters: used to measure DC voltage signals;

SR560 voltage pre-amplifier: used to analogically amplify a voltage signal in
order to make it more easily detectable by the multimeters; the preamp gain
can be selected in the 1x to 10000x range;

SR570 current pre-amplifier: used to analogically amplify a current signal on
the orders of nanoAmperes, converting it into a voltage signal easily detectable
by a digital multimeter. A typical conversion factor is 100 nA/V.

ASCs500 microscope controller DAC and ADC channels: this machinery pos-
sesses 4 DAC channels to generate analog voltage signals and 6 ADC channels
that can be used as digital multimeters; in the experiments, only 2 DAC
channels have been used, one to supply the power to the low temperature
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preamp for the tuning fork signal and another to control the tip gating voltage;
during SGM either 2 or 1 ADC channels* have been used depending on the
measurement mode;

¢ National instrument NIDAQ data acquisition board: a high frequency (up
to 5KHz) data acquisition board that has been used for fast I-V curve data
acquisition;

¢ Lakeshore 340 temperature controller: used to monitor the various thermome-
ters of the setup and to operate the charcoal pump heater during the conden-
sation procedure.

¢ Lakeshore 625 superconducting magnet power supply: used to turn on the
superconducting persistent switch heater that otherwise would prohibit the
operation of the magnet. Being designed to supply a magnet for high-fields
applications, such power supply has a limited resolution in magnetic field
(1mT). For this reason, we have preferred to use the Keithley K2614B to
supply the magnet in order to be able to operate with fields in the milliTesla
range;

¢ a PC and a laptop with the aim of overseeing all the data acquisition process
via Daisy and LabView software.

4.4.4 Electronic measurement setups

Most experiments are based on a simple principle: the aim is to record the response
of the system to an external stimulus. Electronic transport measurements are no
different: depending on what is the object of the investigation, different types of
stimuli and signals must be generated and recorded respectively.

The main physical quantities in electronics are voltage drops and current flows:
they are the natural choices to drive and record the device behaviour.

A typical device usually consists of a junction between two metallic niobium leads;
each of these Nb leads splits into two different paths that reach different gold
bonding pad and are bonded to different electrical lines. This is useful not only for
redundancy, but also to implement multi-terminal measurement methods.

Four wire measurements

The most common, complete and precise way of acquiring an electronic transport
measurement in our conditions is the so called four terminal geometry. It involves
the use of two couples of terminals located at opposite sides of the device; one
couple is used to impose a bias, the other to measure the response.

To be precise, our junctions comprise just two superconducting metallic leads, each
one of which splits into two paths that are put in connection with the electrical lines.
In order to differentiate this configuration with that in which devices are contacted
by four separate leads, it is referred to in literature as quasi-g-wire configuration.
However, for the sake of simplicity, in this work we will refer to it as 4-wire

4 This is due to limitations in the data saving process of Daisy software.
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Figure 33: Four wire AC current bias measurement setup.

configuration.
Two setups have been used in this work:

¢ AC current bias: an AC current is injected into a source and extracted from a
drain electrode, while two other electrodes are used to simultaneously acquire
the voltage drop across the device; the setup is depicted in Fig. 33.

* DC current bias: the same as the AC current bias configuration, but in direct
current. There is the possibility of either measuring the drain current or
connecting the drain directly to the electrical ground, avoiding to measure it.

The current bias is obtained by applying a voltage bias to a known resistor Ryiqs.
In case the drain current is not measured, in order to ensure the bias current to be
approximately Iviqs & Vbias/RBias, the bias resistance must be much greater than
any other resistance in the system, specifically grater than the junction’s resistance
and the filter resistances. Being the filter resistance equal to 2kQ) per line, our choice
for the bias resistor is Rpiqs = 10 MQ, which allows to operate without measuring
the drain current directly whenever the investigated device is not pinched off>.
Current biasing has been preferred in most cases to voltage biasing because it led
to more stable and clean measurements.

Three wire measurements

When there is no possibility of performing four wire measurements due to one
electrical connection being severed, it is possible to use a three wire setup, in which
the source electrode is used for both injecting the bias current and measuring the
voltage drop. The main drawback of this method is that the measured voltage drop
includes also the drop across the filters of the line connected to the source electrode,
which must be removed in post-processing.

Two wire measurements

In other conditions, there is no possibility of having more than two electrical con-
nections with the junction. In this case, both the drain and the source electrode
must be shared between the biasing and the measurement branches (as depicted in
Fig. 34), and the recorded voltage drop includes the sum of the drops across the

Pinch-off is the condition in which the conductance of a semiconductor-based sample drops to zero
due to gate-induced charge carrier depletion.
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Figure 35: AC+DC four wire current bias measurement setup

filters of the source and drain lines, which must be removed in post-processing.
Two wire DC voltage bias measurements have been performed in order to charac-
terise the behaviour of one of the devices; in this case, a 1/1000 voltage divider has
been used to reduce the voltage supply signal to a value bearable for the junction
and to increase voltage bias resolution.

Combined AC+DC bias

Another possibility is that of imposing a combined AC and DC current bias. In this
case, a four wire setup is used, and two different bias resistors are connected on
one side to a common source line and on the other side to an AC and a DC voltage
source respectively (as displayed in Fig. 35).
If the AC bias is much smaller than its DC counterpart and the device working point
is such that its relative differential resistance variation due to the AC excitation is
negligible

d*Vpc dVpc

I
dig . ¢ dipe

then the differential resistance can be directly measured by recording the AC
component of the voltage drop across the device:

dVpc _ Vac
dlpc Iac’

(55)

(56)

This condition can be reached by choosing the bias resistors (Rpiasac and Rpiaspc)
and voltage supply outputs (Vpiasac and Vpiaspc) of the AC and DC branch
accordingly:

* both Rpigsac and Rpiqspc must be greater than any other resistance in the
system, mainly the junction resistance and the filter resistance, in order to
have a constant current flowing across the device;
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Figure 36: Dual Pass mode principle illustrated.

* RpiasAc > Rpiaspc when using voltage supply outputs of similar order of
magnitude Vpigsac & VbiasDC-

Scanning Gate Microscopy measurements: normal state

It has been useful to perform normal state® SGM on the investigated devices, in
order to verify that the tip is correctly connected and the device responds to it. These
measurements have been performed either in AC or DC current bias configuration,
and the sample resistance has been recorded as a function of the tip position. Two
ways of scanning the charged tip over the region of interest have been investigated:

* Dual Pass mode is an operation mode that is already built in the Daisy
microscope controller software and consists in performing a double raster
scan (Fig. 36):

1. At first, one line of topography signal is acquired (forward and back-
wards): the tip is in contact with the sample” and is kept grounded while
doing this, in order to prevent discharges;

2. then the tip stops, and the tip is lifted up from the sample by a given
amount; after the tip gets lifted, there is the possibility of activating some
"Alternatives", such as generating a signal from one of the DAC channels
of the microscope controller: in the case in question, a selected voltage
value was used to polarise the tip;

3. after a user-selected wait, the tip performs a second line scan maintaining
a constant distance from the device equal to the lift value, using as a
reference the previously recorded topography signal;

4. alternatives get deactivated, the tip is put again in contact with the sample
and after the user-selected wait interval, the following topography line
of the raster scan is acquired.

¢ Flying mode (depicted in Fig. 37) is an operation mode that requires a previ-
ously acquired reference topography map of the scan area; in this protocol, the
tip is never in contact with the sample and, for this reason, no simultaneous
topography is acquired. The reference topography is used to determine the

6 We define the system to be in the normal state if it does not support supercurrent flow. This implies
that either the temperature of the system is above its superconducting transition, or the current
flowing across the junction is greater than the critical current.

7 Here we are implying that the tip is kept at a distance from the sample determined by the AFM
feedback loop, not that it is actually scratching the sample.
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Figure 37: Flying mode principle illustrated.

highest point of the sample. Then the tip extension is limited to a maximum
value equal to said reference minus a safety distance. After having polarized
the tip, it can be scanned over the region of interest while simultaneously
acquiring the desired electrical signals.

Both Dual Pass Mode and Flying mode have their advantages and disadvantages.
Dual Pass mode is great since it ensures that the tip is always kept at a constant
distance from the sample, which allows to operate SGM safely at a small distance
from the sample, reducing the size of the induced depletion spot and therefore
increasing the SGM resolution; on the other hand, a Dual Pass measurement takes
at least twice the time of a flying mode measurement, without considering the
necessary waiting intervals: due to the electrostatic interactions between the tip
and the backgate, every time the voltage of the tip is changed, it influences the
oscillation of the tuning fork and therefore the feedback loop; in order to safely
operate, it is necessary to wait for the system to reach equilibrium after this sudden
perturbation. This can take as long as 25s, depending on the tip and tuning fork
under use: for a scan of 100 rows this implies that, provided a normal topography
map takes 30 minutes, a Dual pass map would take 2.5 hours.

Flying mode is way faster, it takes no longer than a usual topography scan. However,
in order to safely operate, the tip is kept indicatively about 100 nm more distant
from the semiconducting region of the junction than in the Dual Pass mode. This
affects the SGM resolution.

Scanning Gate Microscopy measurements: supercurrent modulation

Performing critical current maps is far less straightforward than normal state SGM
since it requires to measure for every position of the tip at least a whole current-
voltage curve.

The AFM software does not allow the possibility of performing such pixel-by-pixel
actions for both methods reported in the previous section.

There is, however, another built-in operation mode in the Daisy software: Path
mode, which consists in selecting a set of positions in the scan range (usually
distributed on an evenly spaced grid or along a line).

At each of the given positions there is the possibility of performing different kinds
of actions, including communicating with external equipment through a dedicated
TTL channel.

The chosen protocol is the following:
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. 5 seconds wait to eliminate any transient behaviour

. a reference topography is taken;
. a set of tip positions is selected in path mode;

. the tip extension is limited in the same way as described in the Flying mode

in order to avoid contact between the charged tip and the sample;

. a gating voltage is applied to the tip;

. Path mode is started: the tip reaches its first position;

8.
7

. a TTL signal is sent from the microscope controller to a NIDAQ acquisition

board, triggering the acquisition of an I-V curve;

. once acquisition is completed, a TTL signal response is generated by the

NIDAQ acquisition board, which triggers the movement of the tip to its
following position.

In order to acquire I-V curves, a sawtooth voltage signal is generated by the NIDAQ
output to drive a current bias in the device while the NIDAQ input channel ac-
quires simultaneously the relative voltage drop; all of this takes place at a much
higher rate with respect to all of the other instruments available®. This approach
has been used to acquire current versus voltage curves as the tip is scanned over the
device, a process that would take several more hours with different instrumentation.

8 Due to the I-V data saving process, the software controlling the NIDAQ acquisition board causes a
brief downtime that impedes the correct reception of TTL signals: this delay is crucial to maintain the
correct communication between the two components.

9 ... with the exception of the ASC500 microscope controller DAC, that could be a valid alternative to
be investigated in future work.
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JOSEPHSON JUNCTION CHARACTERIZATION

In this chapter we report on the quantum transport measurements performed in
this thesis work. This will allow to ensure the correct behaviour of the fabricated
devices and to compare their performance with previous work.

Unless explicitly indicated, experiments were performed in the SGM Janis cryostat
at a temperature of 300 mK.

5.1 BACK-GATE-INDUCED CONDUCTANCE MODULATION

As a first step, it is necessary to assess whether or not devices correctly respond to
the application of a voltage difference between the junction and the back-gate (later
referred to as "back-gate voltage" or V).

Due to the high operative costs of wet cryostats, it is convenient to make sure of the
proper operation of the devices before cooling them down to LHe temperatures;
the fastest and cheapest way to perform these tests is cooling down the investigated
sample to T = 77 K by placing it into a dip stick inserted into a LN, dewar."

The conductance of the devices is determined by simultaneous measurement of
the current and the voltage difference across the device in a 100nA AC current
bias configuration. Let us take as an example the 4-wire measured back-gate
conductance modulation curve of device SGM1 DgD1 reported in Fig. 38. By
qualitatively analysing this data, the following main features can be identified:

¢ the junction’s conductance increases with increasing positive back-gate volt-
age, indicating that the InSb region of the junction behaves as an n-type
semiconductor; this is aligned to our expectations concerning the action of
the surface sulphur treatment performed prior to the deposition of metallic
leads (see Section 4.1.2);

* at negative back-gate voltages Vg < 0 the device reaches a pinch-off condition,
i.e., its conductance goes to zero. This corresponds to complete depletion
of the semiconducting region and is the best indicator of the absence of a
metallic short across the device;

* an hysteretic behaviour is present: for rising back-gate voltages the conduc-
tance is always higher than in their descending counterparts.

In order to perform a quantitative analysis of the collected data, we have adopted
the approach reported in Ref. [119]. Let us consider the resistance of the device as
the sum of two contributions:

R = Rcon + Rchannel (57)

It is worth to mention that room temperature testing is also possible, but, due to thermal energy
broadening, devices do not display pinch off in these conditions.
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backgate modulation at 77K
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Figure 38: Lock-in measurement of sample conductance as a function of the back-gate

voltage. Device SGM1 DgD1; fit results: p = 8557 £ 34%,‘ Rcon = 485.2 £
0.1Q); uncertanties estimated as the standard deviation of fits performed over
consecutive measurements on the same device.

Rcon is a contribution independent of the back-gate voltage and corresponds to
the contact resistance of the device, giving insight about the Nb-InSb interface
quality; while Rchannet is a gate-dependent resistance that takes into account the
gate- induced charge carrier density modulation; the characteristic equations of
field effect transistors state that this contribution is equal to

1 _ nWitu

Rchannel L

, (58)

where n is the charge carrier density into the channel, L is the junction length, W
its width, t its thickness, and p a device-dependent effective mobility; furthermore,
the charge carrier density is determined by the capacitive coupling between the

junction and the back-gate

_ C(VG — Vin)
where C is the back-gate to junction capacitance per unit area and Vi, a device-

dependent threshold voltage; to sum up, we obtain

L
R = .
channel CWLL(VG — Vth) (60)
Following this model, the junction’s conductance takes this form:
1
G = 1 T . (61)

Rcon + Rehannet  Reon + TWi(Va—Vir)

In this equation, L, W and C are known quantities: L and W can be determined
from SEM images of the junction, while C has been measured in Ref. [38] in similar
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device L [nm] W [nm] p[C\T}f] ReonkQ] critical current
SGM1 DgD1 | 150+ 10 | 670+ 10 8557 +34 | 0.4852 + 0.0001 > 10nA
SGM1 D8D1 | 1804+ 10 | 1530 +30 | 16670 +60 | 0.5721 4 0.0001 90nA
SGM1 D8D2 | 188410 | 610410 | 12300300 | 0.758 & 0.002 80nA
SC7D4D4 | 4004+20 | 4004+20 | 11900+ 100 1.49 4+ 0.001 no

Table 1: Report of the 77K characterization of the devices that have been also measured at
300 mK. The last column of the table indicates the critical currents devices displayed
at 300 mK. Devices SGM3 H5D1 and SGM3 H4D2, which will be mentioned in the
following section, have not been characterized at 77 K.

samples, obtaining the following value C = 10 CI;II;. Therefore, this model has three

unknown parameters to be determined by fit of the experimental data: p, Vi, and

Reon.

Numerical least squares fit has been performed on the rising slopes of the back-gate
conductance modulation curves, whose results are reported in Table 1. The main
advantage of this method is that it is directly applicable to any measurement setup
(4-wire, 3-wire, or 2-wire). The only difference is that in the latter cases R¢on takes
into account also the resistance of the transport lines, which has to be subtracted
from it a posteriori in order to compare measurements taken on different devices
using different setups.

The described procedure has proven to be useful as a first figure of merit of the
quality of the devices. Fit-obtained mobilities higher than 10000 C\Tsz and contact
resistances lower than Tk(Q) have been found to be linked to the presence of Joseph-
son currents at T = 300 mK and therefore with high quality devices, as reported in
Table 1.

It is worth to mention that the obtained device-dependent effective mobility does
not correspond to the electron mobility of InSb nanoflags reported in Ref. [5], which
is a material-dependent property. In fact, the latter is defined in the diffusive regime
and is measured in um-long Hall bar devices, while the dimensions of our junctions
ensure that their behaviour is ballistic.

In order to understand that, we can determine the effective mean free path {. of
junction SGM1 DgD1 from its effective mobility: by applying the Drude model
formula for the mean free path {, = %*Vd, where m* = 0.018m. [45, 52, 53] is the
effective mass of the charge carriers and vq = 1.5 x 10°™2 is the InSb drift velocity
(assumed to be equal to the typical Fermi velocity in InSb nanoflags) [5], this results
in {¢ = 131 +£5 nm, which is comparable to the junction’s length of L = 150 £ 10
nm.

Therefore, the system is not in the diffusive regime and the value of p obtained
through the fit does not represent in a faithful way the electron mobility in the
material, which explains why it is not compatible with the much higher value
reported in InSb nanoflags-based Hall bars [38].
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Figure 39: Weak Anti Localization: zero-field peak in the measured magnetoconductance.
Back-gate voltage Vg = 8V; red dashed curve: least squares fit following the
chosen theoretical model; device SCy D4Dj.

5.2 SPIN-ORBIT COUPLING: WEAK ANTI-LOCALIZATION

In presence of Rashba spin-orbit coupling (see Section 3.2.1), the momentum of any
particle of given energy univocally determines their spin; in particular, due to time
reversal symmetry, particles with opposite momenta must also possess opposite
spins.

This implies that, in order to be elastically backscattered by an impurity, charge
carriers must also experience a spin flip: in absence of external magnetic fields
or magnetic impurities, which can act directly on the spin degree of freedom of
the particle, this suppresses the elastic backscattering probability. Once an out of
plane magnetic field is switched on, backscattering events become gradually more
probable, increasing the sample resistance. This phenomenon is known as Weak
Anti-Localization (WAL) and has already been studied in InSb nanowires [120] and
nanoflags [47, 77].

Here, the first Weak Anti-Localization measurement on NEST-grown InSb nanoflags
is reported. The investigation was performed on device SC7 D4D4, which did not
display any superconductive behaviour at T = 300 mK, consistent with its charac-
terization at 77K (reported in Table 1). The presence of elastic scattering centres
is a requirement for the observation of WAL: previous measurements performed
on different devices did not show any sign of WAL, which is consistent with the
ballistic nature of such devices.

Magnetoconductance measurements have been acquired at various back-gate volt-
ages in a 2-wire DC current bias configuration; filter resistance equal to 4 kQ) has
been subtracted from the data prior to performing any analysis.

An example magnetoconductance curve is reported in Fig. 39: it displays, as ex-
pected, a sharp maximum close to zero field.

Weak Anti-Localization is described in a quantitative way in the diffusive limit by
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Figure 40: Mean free path as a function of back-gate voltage; device SCy D4D4, T = 300 mK.

the Hikami-Larkin-Nagaoka (HLN) theory [121], which states that the deviation
from the zero field conductance takes the following form:

2
e
AG(B) = 7Th (wdlgamma +1ylog) (62)
' B 1 Bq, 1 Be 1\ 3 (4Bso By 1
1 By Be 3 4B B 1
Yieg = —3 log( )—log( >+210g< 3]§°+ B¢+2) (64)

where v is the digamma function and B ¢, so are three parameters connected to
the material’s mean free path, coherence length and spin orbit length respectively:

_h
del2

e,d,so

Be,d),so = (65)

Finally, the spin orbit length is linked to the Rashba parameter & = m*L [47].

The acquired magnetoconductance curves have been fitted with the HLN formula:
in order to avoid overfitting, just two fitting parameters have been considered (B
and Bs,) while B, has been measured by extracting the mean free path from the
zero field resistance minus the contact resistance Rchannet = R — Rcon following

the Drude model:
m*vdI_

L. =
¢ C(VG - Vth)RchannelW

(66)

where, for this device, W = L = 400 & 20nm, vq = %\/ w the Fermi
velocity of the nanoflag, and Vi, = 5V has been extracted from the back-gate
conductance modulation curves of the device. The dependence of the so-obtained
mean free path on the back-gate voltage is reported in Fig. 40. As expected [38], {
increases with back-gate voltage and is of the order of the hundreds of nanometers.
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Figure 41: Spin orbit length as a function of back-gate voltage; device SCy D4D4, T =
300 mK.

The least squares fit results as a function of the back gate voltage are reported in
Fig. 41 and Fig. 42.

The spin orbit length does not display any evident dependence on the back-gate
voltage and assumes a typical value of Lso = 252 4+ 90nm, corresponding to a
Rashba coefficient of o« = 0.17 = 0.05 eVA, which evidences the presence of strong
spin-orbit interaction. This value is in agreement with those reported by Xu's group
[77, 78] in similar devices.

The coherence length, on the other hand, displays an unexpected downward trend
that can be explained as a spurious negative correlation to the mean free path.
Furthermore, the coherence length is determined by the occurrence of inelastic
scattering events, while the mean free path takes into account both elastic scattering
events (assumed to be dominant at low temperature) and inelastic events: obtaining
a coherence length shorter than the mean free path has no physical meaning.

In any case, the order of magnitude of the obtained coherence length is some
hundreds of nanometers as well, underlining the good quality of the InSb nanoflag.
It is worth to mention that all of the derived characteristic lengths are compatible
with the dimensions of the devices: we are close to the limits of applicability of HLN
theory. Furthermore, this kind of analysis has been proven to be difficult due to the
large correlations between the fit parameters [122]. Therefore, these measurements
are not meant to be precise quantitative evaluations, but, as already noticed, give
results consistent with our expectations.
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Figure 42: Coherence length as a function of back-gate voltage; device SCy D4D4, T =
300 mK.

5.3 JOSEPHSON EFFECT

In this section we report the measurement of Josephson currents in recently fabri-
cated superconducting weak links with Nb-only electrodes. Before this Master’s
thesis project, only a single Nb-only nanoflag-based device had been measured by
our group (Ref. [80]): we decided to test the reproducibility of the performances
of this new fabrication recipe, in order to compare them with those of previous
designs based on Nb/Ti electrodes.

In order to analyse the Josephson effect, I-V curves were acquired in a 4-wires DC
current bias setup. Soon it became clear that, in order to minimize the electrical
noise in the system and, therefore, highlight its superconducting behaviour, it was
convenient to connect the drain electrode of the junctions directly to the electrical
ground of the system, thus avoiding to measure the drain current directly. Such
current has been assumed to be equal to the nominal current bias Iyiqs = ]\{‘b’—iz
This assumption is justified by the fact that the used bias resistor Rpiqs = 10MQ is
far greater than any other resistance in the system, and it has been verified by per-
forming preliminary drain current versus nominal current bias test measurements.
Here we report the characterization of device SGM1 D8D2, which, as described in
the following chapter, has also been investigated by Scanning Gate Microscopy.

A current-voltage curve of said device is shown in Fig. 43, where we can identify
two clearly defined regimes:

* a low-bias dissipationless regime, in the form of a zero-resistance plateau,
corresponding to the flow of Josephson current across the junction;

¢ a high-bias dissipative regime, where the system displays an Ohmic behaviour,
i.e., a linear voltage-current dependence, corresponding to a normal resistance
RN;
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Figure 43: Current-Voltage curve of device SGM1 D8D2 at Vg =40 V. There is no clearly
defined switching-retrapping difference: both forward and backwards sweeps
are displayed in the plot, resulting to be perfectly overlapped.

* as expected, these two regimes are separated by a transient region correspond-
ing to a rapid variation in the voltage difference across the junction. Such
transition is smooth and takes place in a current bias interval rather than at
a precise current bias value: we have defined the critical current I¢ of the
junction as the low-bias extreme of said transient interval, as indicated in

Fig. 43.

The dissipationless-dissipative transition can be investigated by sweeping the cur-
rent bias in two different ways:

* switching: the system is brought from the dissipationless to the dissipative
regime; the current bias at which this process takes place goes under the name
of switching current Is.;

* retrapping: the system is brought from the dissipative to the dissipationless
regime; the current bias at which this process takes place goes under the name
of retrapping current I¢;

In general, due to capacitive coupling between the junction’s leads and heating of
the system when in the dissipative regime [6], the switching and retrapping currents
do not coincide, with the retrapping current being smaller than its switching coun-
terpart, giving rise to an hysteretic behaviour of the junction at the superconducting
transition that takes the name of switching-retrapping asymmetry.

In this case (Fig. 43), the system displays evident superconducting behaviour with
smooth transitions and no switching-retrapping asymmetry, which is consistent
with previous measurements in similar conditions [5, 123]. Said characteristics can
be explained as the action of thermal fluctuations, which at 300 mK are strong
enough to suppress phenomena that can be visible at lower temperatures [123].
Critical current has been determined as the minimal current bias value at which the
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device contact metal | L [nm] W [nm] | I¢c [nA]at Vg =40V

SGM1 D8D1 Nb 180+ 10 | 1530 + 30 20+ 10
SGM1 D8D2 Nb 13010 | 61010 80+ 20
SGM3 H4D2 Nb 190 +10 | 1420 £+ 30 3545
SGM3 H5D1 Nb 190+ 10 | 1500 4+ 30 700 4+ 50

SC1o [5] Nb/Ti 200 700 50
SC20 F6 [123] Nb/Ti 250£10 | 540£10 50
SC20 Fy [123] Nb/Ti 110+£10 | 530+10 17

Table 2: Critical current of the superconducting devices measured at 300 mK by our reseach
group. The first four rows correspond to original work made in this Master’s
thesis. Uncertanties are taken as the semidispersion of critical current data taken in
different days. Novel Nb-only devices display in average better performances than
the previous concept involving a 10nm Ti sticking layer. A separate discussion will
be reserved to device SGM3 H5D1.

potential difference across the junction is greater than a given threshold V;; being
the typical voltage noise in the zero resistance plateau of the order of fractions of
1V independently of the device under study, such threshold has been chosen to be
equal to V¢ = 2 pV. This results in a critical current of Ic =73nA at Vg =40V.
We performed similar measurements on three other Nb-only devices (SGM1 D8D1,
SGM3 Hy D2, and SGM3 HsD1) and compared the results with those obtained on
Nb/Ti junctions in previous works of our research group (Table 2). Nb-only devices
appear to display in average greater critical currents with respect to Nb/Ti ones,
making this new recipe promising for the development of future nanoflag-based
devices.

5.3.1 Critical current modulation by the back-gate: JoFET

In Fig. 44, a set of I-V curves taken at different back-gate voltages is displayed,
showing that there is a dependence of the critical current and normal state resis-
tance of the junction on the back-gate voltage. As the back-gate voltage is lowered,
we expect the junction’s normal resistance to increase and its critical current to
decrease, which is what we observe as a general trend.

This can be better visualized in Fig. 45, showing the numerically computed differ-
ential resistance of the junction as a function of back-gate voltage and current bias.
The picture shows that the Josephson effect is completely suppressed in the weak
link when Vg < 2.5V, definitely ruling out the possibility of presence of a super-
conducting short in the system. Moreover, when Vg > 14V no back-gate induced
critical current modulation is present, in a similar way as in [5].

In the 25V < Vg < 14V interval, the critical current experiences an overall down-
ward trend; however, there are evident fluctuations that ultimately lead to the
presence of superconducting pockets in the 2.5V < Vg < 4V region. Such fluctua-
tions are associated to features in the normal resistance of the sample, as shown
in Fig. 46; this fact, alongside with the reproducibility of such features over mea-
surements taken days apart from one another, could lead to the interpretation
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Figure 44: Current-Voltage curves of device SGM1 D8Dz2 at various back-gate voltages;
there is no evident switching-retrapping difference;
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Figure 45: Differential resistance map as a function of the back-gate voltage and the current
bias. Supercurrent is completely suppressed below Vg = 2.5 V. Fluctuations in
the critical current are present in the supercurrent modulation region (2.5V <
Vg < 14V), ultimately resulting in superconducting pockets in the interval
25V < Vg < 4V. Device SGM1 D8D2.
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Figure 46: Top: critical current as a function of back-gate voltage; the signal has been filtered
through a linear Savitzky-Golay filter with window equal to ten points. Red
dashed lines indicate fluctuations in the critical current that have been found
consistently over various back-gate modulation measurements; below: normal
resistance as a function of back-gate voltage; the signal has been filtered through
a linear Savitzky-Golay filter with window equal to ten points. Red dashed lines
indicate features corresponding to those found in the critical current plot. Device
SGM1 D8D2, T = 300 mK.
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of this phenomenon as the superconductive equivalent of universal conductance
fluctuations [24], but further investigation is needed.

It is worth to mention that this features are counter-productive when a sample is
intended to be investigated by SGM: the back-gate operating point during SGM
must be placed in a region where voltage-induced critical current modulation is
possible (otherwise the effect of the tip would be negligible) and such modulation
must be monotonous so that it can be determined univocally that when the tip op-
erates in depletion mode the critical current in the junction is partially suppressed:*
otherwise, it would be impossible to distinguish the amount of supercurrent that
is blocked by the tip from the supercurrent enhancement or suppression due to
tip-induced quantum interference effects.

5.4 FRAUNHOFER PATTERN

Superconducting quantum interference is another crucial feature of superconducting
weak links. We measured I-V curves of device SGM1 D8D2 at several values of the
magnetic field in a 4-wire DC current bias setup. Fig. 47 shows a plot of numerically
computed differential resistance as a function of the current bias and magnetic
tield, which displays features typical of a Fraunhofer pattern: a main lobe and two
tirst-order lateral side lobes.
We have extracted the magnetic field-dependent critical current with the same
procedure described in Section 5.3.1. After that, we have performed numerical least
squares fits on the critical current data using the Fraunhofer model [6]
sin <7‘<‘;ﬁ)
Ic(B) = Ic(0) | —ppsp |- (67)
[ON

where S = (L + 2A)W is the area of the region penetrated by the magnetic field, A =
40nm is the Nb London penetration length [124], ®o = % is the superconducting
flux quantum, and f is the so-called Magnetic Focusing factor, which takes into
account the presence of the Meissner effect in the superconducting leads, which
increases the entity of the magnetic field in the junction with respect to the externally
applied field. f and I¢(0) are taken as free parameters, to be determined by best fit:
the results are reported in Fig. 47.
We notice that the best fit function describes well the central Fraunhofer lobe.
However, the lateral lobes appear to be weaker than expected from the simple
Fraunhofer picture: reduced lateral lobes are a common feature in InSb nanoflag-
based Josephson junctions [5, 76, 123] that still has to be fully understood.
A possible explanation could be the following: the Fraunhofer model describes
the behaviour of junctions in the W >> L limit, while more elaborate models take
into account the effect of finite junction length. In particular, Heida et. al. [125]
developed a model to describe the behaviour of ballistic junctions with W ~ L

2
sm(ggf)
Ic(B) = 1c(0) |[—ao2 2| (68)
20,

There has been no occasion of performing SGM with an externally applied magnetic field to the
sample, therefore in this discussion I will analyse just the zero field case.
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Figure 47: Numerically computed differential resistance as a function of current bias and
magnetic field. Well defined lateral lobes are present; in red: best fit with the
Fraunhofer model; red arrow indicates current sweep direction. Device SGM1
D8D2, Vg =40V.

which predicts smaller side lobe amplitudes. Since for junction SGM1 D8D2 L ~ ¥,
we performed a least squares fit of our data with this model, as well (reported
in Fig. 48). The best fit describes rather well the central lobe, but completely fails
to describe the behaviour of the side lobes, underestimating their amplitude and,
differently from the fit with the Fraunhofer model, missing their locations.

In an attempt to better describe our data, we adopted the following heuristic
approach: as we have already noticed, the fit with the Fraunhofer model is able
to extract the correct periodicity of the lobes; for this reason, we heuristically
implemented some corrections to this model in order to take into account the effects
due to the finite width of the junction. To do so, we have developed the following

model: 5
. fSB . fSB
. B sin (—“(DO ) sin <—”®0 )
cB)=1Ic(0) | p1|—F%sg ~ |t P2|— s | |~ (69)
D, @,

which corresponds to a weighted average of a Fraunhofer-like contribution (with
weight p1) with a Heida-like contribution (with weight p,) that is forced to display
Fraunhofer-like periodicity. The best fit results are p; = 0.497 and p, = 0.503. The
best fit curve is displayed in Fig. 49: this heuristic model describes in a precise way
the shape, size, and periodicity of both the central and the lateral lobes. Therefore,
size-related effects could play a role in determining the reduction of the lateral lobes,
but further investigation in this direction is required to develop a more refined
model to describe the behaviour of the system.

On the other hand, De Vries et al. [76] put forward the idea that this behaviour could
be explained by a nonlocal transport process that creates a preferential supercurrent
flow at the nanoflag lateral edges; this would result in an even-odd feature in the
Fraunhofer pattern, i.e., in an enhancement of the even order lobes (like the central
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Figure 48: Numerically computed differential resistance as a function of current bias and
magnetic field; in yellow: best fit with the Heida model; Device SGM1 D8Dz,

Vg =40V.
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Figure 49: Numerically computed differential resistance as a function of current bias and
magnetic field; in red: best fit with the model described in Eq. (69); Device SGM1
D8D2, Vg =40V.
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Figure 50: Differential resistance as a function of current bias and magnetic field. Hints of
lateral lobes are present; in red: best fit with the Fraunhofer model. Device SGM1
D8D2, Vg =5.6V.

Ve | Ic(0) [nA] f
40V 87 £ 1 1.55+0.02
20V 73+1 1.7+£0.2
16.6V 74 +1 1.6+0.2
12.8V 63+ 1 1.69+0.2
9.2V 5041 1.70£0.2
56V 28+1 1.70+0.2

Table 3: Least squares fit results of the Fraunhofer model; device SGM1 D8Dz.

one) and a reduction of the odd order ones with respect to the Fraunhofer model.
However, since in our devices so far there is no sign of the presence of visible second
order lobes, which would be enhanced by this mechanism, there is no possibility to
test such hypothesis.

We measured the dependence of the Fraunhofer pattern on the back gate voltage,
reporting the results in Table 3: as expected, the zero-field critical current decreases
with reduced back-gate voltage, while the measured values for the focusing factor
are approximately constant and consistent with those reported in similar devices [5,
791
Furthermore, we found that the presence of the lateral side lobes persists to back-
gate voltages as low as Vg = 5.6V, see Fig. 50. This is promising in the future
perspective of performing SGM (which necessitates back-gate voltage working
points close to the pinch-off region) on supercurrents at finite magnetic fields.
Over the side lobes and the lateral region of the main Fraunhofer lobe an eye-like
structure appears in the differential conductance plot (see Fig. 51); such feature
appears in the I-V curves as a double-step in correspondence of the superconducting
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Figure 51: Zoom in of Fig. 47, highlighting the oscillations in the differential resistance
close to the side lobes; yellow arrow indicates the current sweep direction; yellow
dashed line indicates B = 11 mT, e.g., the magnetic field value at which the
cuts displayed in Fig. 52 and Fig. 53 have been extracted; device SGM1 D8Dz2,
Vg =40V.
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Figure 52: Section of the I-V curve taken at B = 11 mT: the transition to the dissipative
regime presents a double step feature. Device SGM1 D8D2, Vg =40V.
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Figure 53: Numerical derivative of the I-V curve taken at B = 11 mT: both positive and
negative current transitions present a double differential resistance peak. Device
SGM1 D8Dz2, Vg =40V.

transition (Fig. 52) or as a double peak in the numerical differential resistance
(Fig. 53). After repeating the measurement several times on the same junction
within one week, the following conclusions were reached:

¢ such differential resistance oscillation features appear consistently over five
measurements performed on device SGM1 D8D2;

¢ they appear both in switching and in retrapping: as shown in Fig. 51 the
feature is symmetrical in the current bias (the negative bias transition corre-
sponds to retrapping, while the positive bias one to switching);

* they never appear close to the maximum of the main Fraunhofer lobe, im-
plying that this is an effect related to the presence of an external magnetic
field.

To our knowledge, no similar features have been reported in literature and further
investigation is needed to understand their nature.

To sum up, we have measured the superconducting quantum interference pattern
of junction SGM1 D8D2; we observed the presence of fully developed first-order
lateral side lobes, which remain visible even when the junction is close to pinch off,
opening up the possibility of performing tip-induced supercurrent manipulation at
finite magnetic fields; furthermore, we observed a reduction in the amplitude of
the lateral lobes with respect to the expectations based on the Fraunhofer model, as
well as unexpected oscillations in the differential conductance at finite magnetic
tields, which require further investigations to be fully understood.
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5.5 DEVICE SGM3 H5D1

In the attempt to observe devices displaying higher critical currents and multiple
lateral Fraunhofer lobes, we opted to fabricate wider junctions. In order to do this,
Dr. Gaurav Shukla experimented the possibility of depositing Nb electrodes oriented
along the <1-21> crystalline direction of the flag [77] instead of the previously used
<111> direction [5, 79, 80] (see Fig. 54).

Three devices of this kind were tested: SGM1 D8D1, SGM3 H4D2, and SGM3 H5D1.
The first two devices delivered performance not different from those of their <111>
counterparts, but SGM3 H5D1 behaved very differently.

Device SGM3 HsD1 displays the highest critical current recorded in our lab at
T = 300 mK, surpassing the closest competitor by an order of magnitude.
Consistently reproducing such unexpected and currently unexplained performance
would pave the way for the development of future InSb nanoflags-based devices.

5.5.1 Josephson effect

A typical I-V curve of device SGM3 H5D1 is reported in Fig. 55; it displays features
that are here observed for the first time at 300 mK in InSb-based devices:

e transitions between the dissipationless and dissipative regime are extremely
sharp, differently from Fig. 43;

¢ the typical switching current is about Is,, ~ 700nA;

¢ there is an evident switching-retrapping asymmetry, with the retrapping
current being about I,y ~ 400nA

The switching-retrapping asymmetry can be understood in the RCJ] model frame-
work in presence of small thermal fluctuations [6] and is due to the interplay
between Josephson effect and the junction’s spurious capacitive and resistive be-
haviour. Such feature is suppressed in presence of non-negligible thermal fluctu-

ations in the system, which can be estimated with the thermal current noise at
ZekBT
h

81300 mK = = 12.5nA. Such current fluctuations are about the same order of

Figure 54: On the left: SEM image of device SGM1 D8D2, oriented along the <111> crys-
talline direction of the InSb nanoflag; on the right: SEM image of device SGM1
HsD1, oriented along the <1-21> crystalline direction.
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Figure 55: I-V curve of device SGM3 H5D1 at Vg = 40 V; in orange: descending current
bias curve; in blue: ascending current bias curve. Superconductive transitions
are much sharper than those shown in Fig. 43 and display evident switching-
retrapping asymmetry.

magnitude as the critical currents recorded in the other devices, but are a factor 60
smaller than the SGM3 H5D1 switching current at Vg = 40V, which justifies our
observations.

Back-gate modulation of the superconducting characteristics are reported in Fig. 56,
showing complete suppression of supercurrent flow across the junction at voltages
below Vg < 5V and therefore demonstrating the correct functioning of the device
as a JoFET and excluding the possibility of attributing its behaviour to the presence
of a Nb microbridge shorting the junction.

5.5.2  Multiple Andreev reflections

This exceptional critical current might be due to an higher than usual Nb-InSb
interface transparency in device SGM3 H5D1.

In order to put this idea to test, we measured Multiple Andreev Reflections features
in a 4-wire AC+DC current bias setup described in Section 4.4.4 3. As mentioned
in Section 2.3.6, the differential conductance of a highly transparent weak link
displays an oscillating behaviour with minima located at voltage differences across
the junction equal to Vy, = 22° where A* is the induced superconducting gap in
the nanoflag and n is a natural number.

Fig. 57 reports a differential conductance measurement as a function of the DC
voltage difference across the junction at Vg = 40 V. The plot clearly presents well-
resolved signatures of a subharmonic gap structure in the form of differential
conductance oscillations.

Fig. 58 reports differential conductance measurements at different values of the

3 Rbiasac = 10MQ, Rpiaspc = 100kQ, Vpigsac =0.1V
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Figure 56: back-gate-induced critical current modulation: supercurrent flow is completely
supressed below Vg = 5V; device SGM3 H5D1.
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Figure 57: Subharmonic gap structure in the differential conductance signal as a function of
the voltage difference across the junction; red arrows indicate dips and flexions
in the differential conductance; device SGM3 HsD1, Vg =40V.
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Figure 58: MAR traces at various back-gate voltages: the offset between consecutive mea-
surements is set to 1.5 mS in order to better visualise the different curves; vertical
lines correspond to the expected positions of differential conductance minima
based on the location of the best resolved conductance dip, recognized as
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n | A* [ueV]
1| 500420
2 | 440440
3| 460+ 20

Table 4: Induced superconducting gap A* extracted from the average of the positions of
minima of the differential conductance at different back-gate voltages. Error bars
coincide with the standard deviation of the collected data. Device SGM3 HsD1.

back-gate voltage, displaying the following behaviour: while the amplitude of the
differential conductance oscillations tends to fade as the back-gate voltage gets
reduced, the positions of said features experience little to no change until Vg =8V,
indicating that the back gate voltage has no influence on the value of the proximity
induced superconducting gap. A first change in the dip positions seems to appear at
Vg =7V, but investigation at lower gating voltages was prevented by the presence
of noise due to the junction being close to pinch-off.

The best resolved feature in the differential conductance curves is a dip that has
been recognized, by qualitative comparison with theoretical simulations reported
in Fig. 9, as that corresponding to V3 = 22", The position of said dip has been
taken as a reference to determine the position of more elusive features. In fact, we
extracted from it an initial estimation of the proximity-induced superconducting
gap A* = 0.47meV. Consistent with our assignment, the positions of the vertical
lines reported in Fig. 58, corresponding to the expected positions of differential
conductance features based on this initial estimation, are placed close to actual
conductance dips or flexions for values of n =1,2,3,4,5,7.

The position of the conductance dips corresponding to V7 7 3 have been measured
as that of the local minimum of the signal* placed closest to the expected value
corresponding to our first rough estimation of the induced superconducting gap.
No clear dip in the V7 = Z—S* position is present at voltages above Vg > 17V,
while a well-developed feature is found at lower back-gate voltages. The results are
reported in Fig. 59 and in Table 4.

As shown in Table 4, the extracted values of the induced superconducting gap are
compatible with one another and with the initial estimation, resulting in a weighted
average of A* = 0.47 meV. By applying Eq. (34) (which links the induced gap to the
gap in the proximitizing material), given the Nb superconducting gap A = 1.28 meV
and critical temperature Tc = 8.44 K measured in similar NEST-fabricated devices
[5], a Cooper pair breaking parameter yg = 3.4 is obtained (see Section 2.3.5), a
factor 3 lower than that reported in similar devices [5], indicating a high Nb-InSb
interface transparency.

Another way to estimate junction transparency is the product between excess
current and normal resistance, displayed in Fig. 60. Such product presents little
to no back-gate modulations when Vg > 12V and tends to decrease at lower
back-gate voltages. The coefficient o« = % is a well established figure of merit
of superconducting weak links whose ideal theoretical value is §; in this case a
value of o ~ 0.87 is measured, compatible to that observed in the past in similar

4 Local minima have been determined using the argrelextrema function from the scipy python library.
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Figure 60: product of the critical /excess current times the normal resistance as a function
of the back-gate voltage; device SGM3 HsD1.

structures [5].
In a similar fashion, the product between the switching current and the normal
resistance is supposed to be equal to %* up to a constant of the order of unity;
here % ~ 0.2, which is a manifestation of premature switching in weak links
induced by thermal fluctuations [5, 6].
Furthermore, the device behaviour was studied as a function of temperature. In
Fig. 61 we report the values of switching current as a function of the device
temperature.
Supercurrent flow across the device is completely suppressed at temperatures above
T > 25K, corresponding to thermal current fluctuations of 81 5k > 100nA (same
order of magnitude as the switching current) and a thermal energy of ky T > 0.2 meV
(same order of magnitude as the InSb induced superconducting gap).
On the other hand, Eq. (34), that we repeat here

A(T)

A = AT s (70)

states that the proximity induced superconducting gap depends only on the value
of the gap of the proximitising material, in this case Nb. In the 0K < T < 4K
range the Nb superconducting gap experiences negligible variations and, there-
fore, the proximity-induced gap should remain constant even when its value is
comparable to the thermal fluctuations in the system. To test this hypothesis, dif-
ferential conductance curves have been acquired as a function of temperature and
are reported in Fig. 62. For the determination of conductance minima, the same
procedure described for the back-gate dependent measurements has been applied;
in these measurements the only dip-like feature that can be clearly resolved from
the background noise is that corresponding to V3.

Fig. 63 shows that the position of such differential conductance feature experiences
little to no variations with temperature, and the amplitude of the observed oscilla-
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Figure 61: Critical current dependence on the temperature of the system: supercurrent flow

across the device is completely suppressed above T = 2.5K; Vg =40V; device
SGM3 HsD1.

7 54 3 2 1
L |
0.025 | T :
A S SOUR N ;
i e
0.020 e S i :
e T e 255K
1 + T
'G‘ ] i 1 1 2.50K
e | e e i 225K
sk 0.015- g e | 200K
e : | 175K
st e : L L50K
0.010 1 \ e ! j 135K
St N ' L 100K
[ I e A A e VI S, |
O i e 075K
AN . ek
0.005 P i i ! :
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010

V V]

Figure 62: MAR traces at various temperatures: offset between consecutive measurements
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is set to 1.5mS in order to better visualise the different curves; vertical lines
correspond to the expected positions of differential conductance minima based
on the location of the best resolved conductance dip, recognized as ZTAQ* ; from left
to right: 24°, 287 ZA° 24° 2A° and 28° with A* = 0.47 meV; device SGM3
}{51)1,\/G =40V
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Figure 63: Position of the local conductance minima corresponding to % features; the
horizontal red line corresponds to the average position of the dip across the
analysed back-gate voltage range. Device SGM3 H5D1, Vg =40V.

tions fades away at high temperatures, but remains visible even at temperatures
where supercurrent flow is suppressed in the weak link, confirming that a finite
proximity-induced gap is still present in the region below the leads.
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5.5.3 Fraunhofer pattern

Finally, we report the magnetic superconducting interference patterns measured on
device SGM3 HsD1. Fig. 64 shows two sets of numerically computed differential
resistance data as a function of the current bias and the externally applied magnetic
field, for the magnetic field swept from negative to positive values and vice versa.
Both plots present side lobes alongside sudden jumps in the differential resistance
between consecutive external magnetic field values.

After having repeated these measurements multiple times, we noticed that the
presence of these jumps persists, but their location varies randomly from sweep to
sweep.

Furthermore, in each measurement, the pattern seems to be shifted towards the
sweep direction. The same results were obtained in the study of device SGM1 D8D1,
while nothing of this sort has been reported on junctions fabricated along the <111>
crystalline direction. This excludes a magnetization of the cryostat as the reason for
these jumps, which instead must be sample related.

We propose this is due to the action of Abrikosov vortices in the region of the Nb
leads close to the junction; a solution would be changing the geometry of the Nb
leads to the nanoflag from rectangular to T-shaped, so as to reduce their surface, a
precaution that is about to be taken in the fabrication of any future <1-21> oriented
InSb nanoflag based junctions from now onward.
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Figure 64: Magnetic superconducting interference pattern; right: descending magnetic field;
left: ascending magnetic field. the red arrows indicate the sweep direction. Device
SGM3 Hs5D1, Vg =40V.
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SCANNING GATE MICROSCOPY ON INSB NANOFLAG-BASED
JOSEPHSON JUNCTIONS

In this chapter we describe the steps leading to the first SGM critical current maps
performed on superconducting weak links.

6.1 ATOMIC FORCE MICROSCOPY

One of the most crucial prerequisites in order to perform a scanning gate experiment
is being able to locate the region of interest, which requires the ability of performing
both room temperature and low temperature AFM topography maps without
damaging either the devices or the tip. During this process, InSb nanoflags are kept
in place by van der Waals interactions with the silica substrate and by the presence
of the metallic leads, which makes the system extremely frail: careful optimization
of the feedback parameters is needed in order to prevent the tip from mechanically
dragging away the nanoflags.

Such fine tuning procedure can be performed prior to any topography map with the
help of the Setpoint Modulation feature of the Daisy microscope controller software,
which allows to periodically change the feedback setpoint between two values in a
square wave fashion, simulating a sudden change in the sample topography.

By monitoring the feedback signal, the P and I parameters can be adjusted in order
to reach a situation where the microscope shows both a quick reaction time to
sudden changes and limited fluctuations around the setpoint.

Another important parameter is the setpoint itself, which determines the tip-to-
sample distance during the measurement. A good compromise has been found by
setting the feedback setpoint at 900 mV while selecting an excitation signal that
keeps the free oscillation resonance amplitude of the tuning fork in the 1.05V —1.2V
range at low temperature and in the 1.00V —1.05V range at room temperature. In
ideal tip conditions, this optimization process allows to obtain a sub-100 nm spatial
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Figure 65: Room temperature AFM performed with a sharp tip with sub-100nm spatial
resolution.
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Figure 66: On the left: SEM image of device SGM1 D8Dz2; on the right: low temperature
AFM image of the same device, in which both the nanoflag and the junction
shape can be clearly identified.

resolution at room temperature, as displayed in Fig. 65, where the metallic leads,
the InSb nanoflag, and the junction region are clearly identifiable.

The best resolved low temperature topography map of a superconductive device is
reported in Fig. 66. Here both the junction and the nanoflag can be clearly identified,
but it displays lower resolution due to the system’s higher susceptibility to noise at
low temperature.

In any case both low temperature and room temperature AFM maps possess
sufficient resolution to clearly identify the region of interest over which SGM will
be performed.

6.2 SCANNING GATE MICROSCOPY AT 77 K

Before cooling the system to 300 mK, the correct functionality of the electrical
connections to the tip has been tested by performing conventional normal state
SGM at 77 K.

In this section we report the first SGM measurements on InSb nanoflag-based
samples, displayed in Fig. 67. This test was made on device SC6, which consists in a
nanoflag contacted with 4 Nb-Ti electrodes. SGM measurements were performed in
dual pass mode and in 2-wire' T00nA AC current bias setup acquiring the in phase
component of the voltage difference signal across the junction with an integration
time of 300 ms.

In order to enhance the effect of the tip, a back-gate potential working point of
Vg = 3V has been set, corresponding to a region where the rate of change of the
sample conductance with the back-gate voltage is maximized, as shown in Fig. 68.
In Fig. 67 we report a conductance modulation map induced by a Vii, = 10V
polarized tip; data have been filtered with a Gaussian filter with o = 2 pixels in
order to eliminate random background fluctuations in the electrical signal.

The location of an exposed region of the nanoflag is marked by a red area in the
conductance map: as expected, once the positively charged tip gets close to the

The Nb stripes leading to electrodes 3 and 4 were severed.
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Figure 67: Left: topography of device SC6; right: conductance map as a function of the tip
position acquired in dual pass mode with a 200nm tip offset with respect to the
topography scan. Working point: Viip =10V, Vgg =3 V.

0.0

Ve [V]
Figure 68: Back-gate conductance modulation curve of device SC6. The back-gate working
point Vg = 3V is indicated by a red x. The numerical least squares fit of the

rising slope in proximity to the working point with a linear model is indicated
by the red dashed line. The fit results in a back-gate efficiency ag = 0.52 %
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Figure 69: Left: conductance map as a function of tip position acquired in dual pass mode
with a 60nm tip offset with respect to the topography scan. Working point:
Viip = 10V, Vgg = 3V; right: conductance map acquired in the same conditions,
but with Viip = —10V.

device it induces charge carrier accumulation in the InSb nanoflag enhancing its
conductance.

In order to recognize this effect as caused by the tip-induced charge carrier density
modulation, SGM maps have been acquired with both positive and negative voltages
applied to the tip, as reported in Fig. 69.

As expected, while the positive polarization of the tip induces a conductance
enhancement, the negative polarization induces a conductance suppression once
the tip is placed close to the exposed semiconducting region.

We noticed that in both Fig. 67 and Fig. 69 the junction conductance data recorded
in the SGM scans is smaller than that corresponding to the working point in Fig. 68;
we attribute this effect to a shift in the position of the conductance modulation curve
caused by the presence of the tip close to the device. Nevertheless, the presence of
this effect has not affected our analysis nor our interpretation of the data, since it
appears to affect all of the measurements in the same way.

The effect of the tip was next studied as a function of the tip-to-sample voltage
difference Vi, by performing dual pass scans with a lift-off of 60 nm with respect to
the reference topography. For each SGM scan, the maximum recorded conductance
is taken and displayed in Fig. 70; uncertainties are set to be equal to the fluctuations
in the conductance signal when the tip is in proximity to the device.

The acquired data are well described by a linear model

Gmax = (Xtipvtip + Go, (71)

which has been used to perform a numerical least squares fitting procedure, leading

to the following results
2

e
xtip = 0.047 £ 0.008 (72)
e2
Go = 0.28+0.06 - (73)

The parameter Go corresponds to the background signal that is obtained when the
tip is placed far away from the device. The value obtained from the fit is consistent
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Figure 70: Maximum conductance recorded in an SGM map as a function of the tip-to-
sample voltage difference. A numerical least squares fit has been performed
using a linear model.

with those measured in the conductance maps. From the slope o, it is possible to
estimate the efficiency of the tip-nanoflag capacitive coupling with respect to the tip-
back-gate coupling: from the back-gate conductance modulation curve (Fig. 68) we
determined that the conductance as a function of the back-gate voltage in proximity
to the working point follows a linear model with slope g = 0.52 + 0.0S%.

Being the device close to pinch off, the contribution of the InSb channel to the
sample resistance is way larger than the contact resistance, which can therefore
be neglected. This allows to assume the charge carrier density proportional to the
sample conductance.

Then, we can obtain the ratio between the tip and back-gate gating efficiencies as

P 009+ 0.02 (74)
xG

This indicates that, when placed at 60 nm distance from the sample, the effect of
10V on the tip is equivalent to a variation of the back-gate potential of about 1V;
however, since capacitive coupling depends on the sample and tip geometry and on
the sample-to-tip distance, this measurement has to be taken as a rough estimation
and stronger or weaker capacitive couplings are to be expected depending on the
specific situation.
One of the main difficulties found in performing SGM measurements was related
to the strong susceptibility of the system to electric perturbations: due to material
pickup by the tip, both the quality of topography pictures and the response time
of the feedback loop got worse over time, leading to the charged tip occasionally
getting into contact with one of the Nb leads. This electrical spike can change the
electrostatics of the nanoflag, shifting its back-gate threshold voltage and therefore
the position of the chosen working point on the conductance back-gate modulation
curve. In the worst case, the discharge is sufficient to destroy the device.
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For these reasons, device SC6 has been used as a benchmark to find the optimal
tip-to-sample distance that allows safe operation while maintaining a satisfying
SGM spatial resolution. We came to the conclusion that 100 nm is the optimal safety
distance in our operative conditions.

6.3 NORMAL-STATE SCANNING GATE MICROSCOPY AT 300 mK

Here we report the first SGM maps of an InSb nanoflag-based device at 300 mK.
The device in question is SC7 D4D4 and consists in an InSb nanoflag contacted
with three Nb/Ti electrodes as displayed in the AFM topography map and the SEM
image reported in Fig. 71.

SGM measurements were performed in dual pass mode with 100 nm lift-off with
respect to the reference topography; electrical transport data were acquired in a
2-wire* 100nA DC current bias setup by simultaneously recording both the drain
current and the voltage difference across the junction. All SGM maps have been
acquired with Vii, = —10V.

This junction did not support any supercurrent flow, but displayed an unexpected
behaviour, as shown in Fig. 72.

This figure includes 100 pixel x 100 pixel plots of the variation in the junction’s
resistance as a function of the position of the polarized tip at different back-gate
voltages. Prior to being plotted, SGM data were processed via the following pipeline:

1. row-wise subtraction of the row-averaged resistance value: this is a common
technique in treating Scanning Probe data when there can be row-to-row
signal jumps due to different rows not being acquired immediately after one
another. This is our case, since dual pass mode is based on the alternation of
the acquisition of topography and SGM lines (as described in Section 4.4.4);

2. median filter with o = 3 pixels, in order to remove any signal noise spikes;

3. Gaussian filter with o = 1.5 pixels, aiming at smoothing out the median
filter-generated steps in the signal.

The plots shown in Fig. 72 display two peculiar characteristics:

* even though the tip is always negatively polarized (Viip = —10V), at Vg =
10V and Vg =4V the presence of the tip enhances the conduction across the
device, while the opposite is true at Vg =8V and Vg =6 V.

* In every case, some ripples-on-a-pond-like features are formed around the
position of the junction.

Similar features have been reported by Westervelt’s group [126] in InAs nanowires
and have been attributed to the presence of spurious disorder-induced quantum
dots in the nanostructure.

Quantum dots host a phenomenon commonly known as Coulomb blockade, closely
tied to the quantization of the electric charge: when a quantum dot is weakly cou-
pled3 to the surrounding environment, the number of electrons present inside the

2 The Nb stripe leading to the third electrode was severed.
The barriers delimiting the dot display low transmittivity to charge carriers.
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Figure 71: Left: 300 mK AFM topography map of device SCy D4D4; right: SEM image of
the same device; source electrode is indicated as 1, drain electrode as 2, the third
electrode is floating.

dot is a well-defined quantum number that must assume an integer value. However,
electrons are not charge-neutral particles, and therefore moving an electron in or
out of the dot has a cost in terms of electrostatic energy. Therefore, quantum dots
develop discrete "electrostatic energy levels" evenly spaced by the energy necessary
to add one electron to the system, equal to AE = Cedzot , where C 4, is the capacitance
of the dot with respect to the surrounding environment. Low-bias conductance
through the dot is suppressed when its electrochemical potential lies in one of
such electrostatic energy gaps, while it is enhanced when it lies close to one of the
electrostatic energy levels, giving rise to well known diamond-shaped patterns in
the differential conductance as a function of voltage difference across the dot and
back-gate voltage [127].

The observed oscillations in the sample resistance as a function of the tip-to-device
distance can therefore be explained as the transition of a disorder-generated quan-
tum dot between different charge carrier occupation numbers. In order to put this
hypothesis to test we have measured the transport characteristics of the device in
DC voltage bias as a function of the back-gate potential, as reported in Fig. 73.
The plot of the numerically computed differential conductance# clearly shows
diamond-like regions where the sample conductance is suppressed, which is in line
with our interpretation.

In Fig. 74 we report a cut of the data displayed in Fig. 73 taken at zero voltage bias.
The plot clearly shows periodic oscillations in the sample conductance as a function
of back-gate voltage. By performing a least square fit with a sinusoidal model, the
periodicity is estimated to be

AE
Vga = ~ ~ 0.26V, (75)
corresponding to a back-gate to dot capacitance of the order of
e? —-18
Cdot = A~ 0.7x107'°F (76)

A linear baseline subtraction has been performed on the data in order to select only the fluctuations
around the expected conductance increase.

99

[ November 22, 2024 at 16:53 — version 1 ]



> >
=2 . =
S S
-20
—40
—60
200
150
100
50
[ [
= o 3
kS o 2
-100
=150
-200
X [um]
Figure 72: SGM resistance modulation maps as a function of tip position, Viip = —10V.

Evident signatures of ripples in the resistance modulation are present. Top left:
Vg =10V, top right: Vg = 8V; bottom left: Vg = 6V, bottom right: Vg =4V.

which is of the same order of magnitude of the back-gate to dot capacitances
observed in Ref. [126] strengthening our interpretation.

Once we have established the nature of these ripples in the resistance maps, we
have analysed them in order to find how many electrons get pushed away from the
quantum dot due to the depleting action of the charged tip.

To do so, we have located the local minima and maxima in the SGM resistance
maps by using the argrelextrema function in the scipy library, reporting the result
in Fig. 75. As already noticed in Fig. 72, these plots display alternating ring-like
features: to every "resistance local maxima"-"resistance local minima" pair of rings
corresponds one electron that gets electrostatically pushed out of the dot.

In particular, we noticed that the tip was able to push away 4 electrons from the
dot at Vg = 10V, 3 electrons at Vg = 8V, 2 electrons at Vg = 6V and just one
electron at Vg = 2 V. It can be noticed that the number of rings increases with the
back-gate voltage and their relative distance gets reduced. This can be interpreted
as a gate-induced increase in Cg4,¢ and can be explained as a manifestation of the
increasingly efficient electrostatic screening of the dot as its surrounding environ-
ment gets more and more populated by charge carriers.

In conclusion, by Scanning Gate Microscopy and transport experiments we have
fully characterized the behaviour of a defected InSb nanoflag-based device, unveil-
ing the possibility of using SGM as a diagnostic technique: in fact, after this analysis,
we understood the reason why the sample did not display any superconductive
behaviour, i.e., due to the presence of disordered structures in the system.
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Figure 73: Numerically computed differential conductance as a function of voltage dif-
ference across the junction and back-gate voltage; signatures of diamond-like
regions of conductance suppression close to zero bias are present. The red dashed
line indicates the voltage bias value at which data displayed in Fig. 74 have been
extracted.
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Figure 74: Cut of Fig. 73 taken at V145 = O V; the plot displays periodicity in the conduc-
tance oscillations; in orange: least squares fit with a sinusoidal model.
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black lines indicate the positions of rings corresponding to local minima
and maxima, while the green arrow highlights the position of an ancillary

Fig. 72;

top right: Vg = 8V; bottom

10V;

=8V, top left: Vg =
6V; bottom right: Vg =4V.

structure detected at Vg

left: Vg
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64 SCANNING GATE MICROSCOPY ON SUPERCONDUCTING SAMPLES

Finally, we report the first demonstration of Scanning Gate microscopy on super-
conducting weak links, obtained in device SGM1 D8Dz2 and, a few days later, in
device SGM3 HyD2.

6.4.1 Tip-induced critical current modulation

In order to demonstrate tip-induced critical current modulation, device SGM1 D8D2
has been set into the following working conditions:

¢ the tip has then been placed in the middle of the junction at a safety distance
of 100nm above the highest point recorded in a previously acquired AFM
topography map, as reported in Fig. 76.

* the back-gate voltage has been set to Vg = 9.5V, a point positioned in a
voltage interval where the requirements of non-negligible critical current
back-gate dependence and limited fluctuations are both met, as shown in

Fig. 77;

Then, by keeping the tip position fixed, we have acquired I-V curves in a 4-wire DC
current bias configuration for different values of the tip potential.

The critical current has been determined following the same algorithm described
in Section 5.3 of this work; however, the presence of the tip close to the junction
increased the voltage signal noise, requiring to change the threshold voltage differ-
ence to V¢ =4uV.

Critical current measurements as a function of the tip-to-sample voltage difference
are reported in Fig. 78, showing a clear critical current reduction when Vi, < 0
and an enhancement when Vi, > 0.

By comparing Fig. 77 and Fig. 78, we noticed a critical current reduction when the
tip is placed close to the junction with respect to when it is far away from it: we
attribute this to the oscillation of the AFM tip, which introduces a limited amount
of noise in the system.

We recorded a critical current modulation of a few nA, which is in agreement with
the theoretical predictions of [33] considering the width and critical current of the
junction under investigation. By performing a least squares fit with a linear model,
we obtained a critical current modulation efficiency o, = 0.35 32,

Furthermore, we performed a least squares fit with a linear model on the back-gate
voltage critical current modulation curve in the proximity of the working point (as
shown in Fig. 77), obtaining a critical current modulation efficiency ag = 6.5 %
this indicates that, in these conditions, the effect of applying 10V on the tip is
equivalent to a variation in the back-gate voltage of about 0.5 V. This value of lever
arm is also roughly consistent with the value obtained at 77K (see Section 6.2).
Such trends have been reproduced over multiple acquisitions, confirming that the
tip exerts an influence on the superconductive behaviour of the sample, opening up
the possibility of performing SGM critical current maps.
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Figure 76: Low temperature AFM topography map of device SGM1 D8Dz2. The tip position

for the measurements is indicated by an orange circle.
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Figure 77: Critical current as a function of the back-gate voltage; the signal has been filtered
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through a linear Savitzky-Golay filter with window equal to ten points. The
green line indicates the position of the working point. The red line corresponds
to the best fit with a linear model of the back-gate critical current modulation in
the neighbourhood of the working point. The fit results in a back-gate efficiency
ag = 0.35 5.
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Figure 78: Critical current as a function of tip-to-sample voltage difference Vi;,; device
SGM1 D8D2, Vg = 9.5V, tip position indicated in Fig. 76. The best fit curve of
the displayed data with a linear model is shown in orange.

6.4.2 First scanning gate critical current maps

In order to perform critical current maps, we applied the path mode protocol
previously described in Section 5.3. The tip is scanned maintaining a constant verti-
cal distance of 100 nm from the topmost recorded point in a previously acquired
reference topography and is kept at a fixed voltage difference Vi;, = —10V with
respect to the sample, in order to induce charge carriers depletion.

The first critical current map has been acquired on device SGM1 D8Dz2 in a 4-wire
DC current bias setup, using the NiDAQ acquisition board for both signal gen-
eration and acquisition at its maximum sampling frequency of f = 5kHz. The
back-gate potential has been set to Vg = 9.5V, following considerations already
reported in Section 6.4.1.

The main disadvantage of using the acquisition board is the presence of intense
50Hz noise pickup in the collected data, as displayed by the I-V curve reported in
Fig. 79.

In order to extract the critical current from the raw data it is necessary to filter out
such noise as much as possible: this has been done by performing a mobile average
with a window width equal to 100 points, corresponding to an integration time of
0.025s, that is the period of a 50 Hz oscillation. An example of a filtered signal is
reported in Fig. 79, showing that the data processing pipeline does not alter the
overall trend and features of the raw data while eliminating the background noise.
Critical current has then been determined following the procedure described in
Section 5.3 by setting a threshold voltage difference equal to Vi = 5uV following
considerations related to the amplitude of the background noise in the dissipation-
less regime.

Finally, the first critical current modulation map is reported in Fig. 8o alongside a
reference topography map of the device: as expected, it shows a clear reduction of
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Figure 79: Raw data of an I-V curve of device SGM1 D8D2 acquired through the NiDAQ
acquisition board; in red: data after the filtering procedure.

the supercurrent of the device, indicated by the blue area in the middle of the plot.
In order to assess the reproducibility of this result, a similar experiment has been
performed on device SGM3 H4Dz2. The measurements have been performed in a
3-wire DC current bias setup maintaining the same operative conditions as in the
previous experiment, with the exception of the back-gate voltage, which has been
set to Vg = 6V, in order to adapt to the device-dependent back-gate modulation
behaviour.

Data have been analysed following the same pipeline described in the first part
of this paragraph, resulting in Fig. 81. As in the previous experiment, also in this
case a region in which the junction’s supercurrent is reduced by the presence of
the tip is present. However, in this case it is less straightforward to determine
the junction’s position from the reference topography due to bad tip quality: in
particular, this could be a case of "double tip", which is a common issue in Scanning
Probe Microscopy and results in doubling the topography features.

From the SEM images of the device in question, reported in Fig. 81, it is possible
to understand the collected topography map as the partial superposition of two
topography patterns of the device shifted one with respect to the other in the y
direction, confirming the "double tip" hypothesis.

The location of the supercurrent suppression spot reported in Fig. 81, which cov-
ers completely only one of the two topography patterns, led us to the following
hypothesis:

* two effective AFM tips have developed from the original one due to usage-
driven deformation and material pickup during previous scans;

¢ these two tips are not in electrical connection with each other (otherwise
we would have recorded a depletion spot covering both of the topography
patterns of the sample);
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Figure 8o: Critical current modulation map of device SGM1 D8D2; on the left: reference
AFM topography of the device; on the right: 20 pixel x 20 pixel critical current
map as a function of the position of the tip; Gaussian filter with o = 1 pixel has
been performed to suppress background noise. Viip = —10V, Vg = 9.5V.

* the tip that experiences the externally applied potential Vi;, is the one that
generates the topography features located at lower y coordinate; additional
topography features are therefore to be interpreted as "shadows" of the
original one.

In order to put this hypothesis to test, we have performed a normal state SGM
experiment on device SGM3 HgD2. In order to completely suppress the presence
of any superconductive behaviour, we have operated at a back-gate voltage of
Vg = 1.5V (close to the device pinch-off condition) and at a DC current bias
of 100nA, far greater than the critical critical current of the device under study.
Measurements were acquired in a flying mode 3-wire setup maintaining a safe
distance of 100nm and a tip polarization of Viip = —10V.

The resulting resistance modulation map is reported in Fig. 82, which displays a
resistance enhancement spot in the region corresponding to the critical current
reduction spot detected in Fig. 81, confirming our interpretation of the critical
current modulation data.

In conclusion, we have reported the first SGM critical current modulation maps,
demonstrating the possibility of manipulating the behaviour of superconductive
weak links through a charged AFM tip.
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Figure 81: Critical current modulation map of device SGM3 H4D2; top left: reference AFM
topography of the device; top right: 20 pixels x 20 pixels critical current map as
a function of the position of the tip; Gaussian filter with o = 1 pixel has been
performed to suppress background noise. Vi, = —10V, Vg = 6 V. Bottom: SEM
images of the device under study.
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Figure 82: Normal state resistance modulation map of device SGM3 H4D2; left: reference
AFM topography of the device; right: 100 pixels x 100 pixels normal resistance
map as a function of the position of the tip; Gaussian filter with o = 1 pixel has
been performed to suppress background noise. Viip = —10V, Vg =1.5V.
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CONCLUSIONS AND OUTLOOK

Within this thesis work, we have studied InSb nanoflag-based superconducting weak
links in both conventional electronic transport and scanning probe experiments.
First of all, complete characterization of the low temperature (300 mK) behaviour of
said devices has been performed, leading to the following original results:

¢ the first observation of Weak Anti-Localization in NEST-fabricated devices,
resulting in the measurement of the Rashba spin orbit coupling parameter
o~ 0.17eVA;

¢ the first observation at 300 mK at NEST of fully developed side lobes in the
Fraunhofer pattern of an InSb nanoflag-based Josephson junction (SGM1
D8D2) (Fig. 47);

¢ the observation of a record-high, but fully gate tunable, switching current of
Isw =~ 700nA in device SGM3 HsD1 (Fig. 55).

¢ in the same device, the observation of a proximity-induced superconducting
gap A* ~ 0.47 eV, corresponding to a Cooper pair breaking parameter yg ~
3.4, ultimately demonstrating that using pure Nb electrodes leads to greater
superconductor-InSb interface transparency with respect to previous Nb/Ti
designs.

All of these results mark the recent advancements made in device fabrication and
rise novel questions to be addressed in future experiments, e.g., concerning the
nature of critical current fluctuations (Fig. 45) and that of the magnetic field-induced
differential conductance oscillations observed in proximity to the Fraunhofer side
lobes (Fig. 47).

Secondly, we have performed the first low temperature scanning probe experiments
on InSb nanoflag-based devices including;:

* the demonstration of sub-100 nm resolution AFM topography maps in ideal
tip conditions while preserving device integrity;

¢ the first normal state Scanning Gate Microscpy measurements on InSb nanoflag-
based Josephson junctions, unveiling the possibility of using SGM as a diag-
nostic technique to identify disorder-induced defects;

e the first Scanning Gate Microscopy critical current modulation maps on
superconducting weaks links.

This last achievement is a proof of principle that will set a novel path for future
experiments to characterise and manipulate the superconducting behaviour of
hybrid systems at a local level.

In order to understand the next steps to take it is necessary to review the main
issues that we have experienced in this Master’s thesis work. To begin with, the
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reported SGM maps lack in spatial resolution due to both poor AFM tip quality and
a large sample-to-tip distance. In fact, taking into account the Nb electrode thickness
(T60nm) and the selected safety distance (100nm), an effective sample-to-tip dis-
tance in the order of 300 nm is obtained. For geometrical reasons, this corresponds
approximately to the width of the tip-induced depletion spot, which is not negligi-
ble with respect to the lateral dimensions of the studied junctions. Furthermore, the
tip-to-sample capacitive coupling decreases with increasing sample-to-tip distance,
limiting the experiment signal to noise ratio.

Therefore, it is of pivotal importance for the future development of the technique to
find ways of reducing such distance. The main limitation to this lies in the extreme
fragility of the systems under study to electrostatic perturbations: as reported in the
section dedicated to SGM at 77K, even the slightest electrical contact between either
the metallic leads or the semiconducting region and the charged tip is detrimental
to the experiment and to device integrity. Even at the chosen safety distance of
100nm, most of the studied devices have exploded due to electrostatic shocks,
highlighting the need for better electrical insulation between the system and the tip.
This can be achieved by depositing over the region of interest a few-nm thick layer
of high performance dielectric (e.g. HfO,) by atomic layer deposition. This will
allow to perform Scanning Gate Microscopy with the polarised tip placed directly
in contact with the dielectric layer while at the same time preventing the creation of
electrical discharges and increasing the tip-to-sample capacitance.

At the same time, signal to noise ratio can be increased by studying devices with
higher supercurrent densities, like SGM3 H5D1"; as stated in [33], the tip-induced
critical current suppression is predicted to scale linearly with the critical current
density in the junction: the observed increase by an order of magnitude in the
critical current should reflect in an increase in the tip-modulation signal of the same
factor (from few nA to few 10nA). Given the ever-increasing device quality, we do
not doubt that SGM experiments on similar devices will be performed in the near
future.

Once all of these developments come into play, there will be the possibility of acquir-
ing well-resolved critical current modulation maps opening up a way to perform
supercurrent flow imaging, to better understand the physics of superconducting
weak links.

Finally, it is worth mentioning that our study opens up a promising way of investi-
gating and manipulating via SGM topological phases at a local level, a necessary
step in the path to engineering devices suitable to perform fault-tolerant quantum
computation. In fact, the presence of the polarized tip can be used to locally deplete
a topological device, inducing a local topological phase transitions and leading
to the formation of Majorana zero modes. Scanning the charged tip over multi-
terminal topological devices [128] could result in a promising way to displace such
Majorana Zero Modes to implement braiding operations.

There has been no occasion of performing SGM experiments on device SGM3 H5D1 since it was
located in a region of the sample that was impossible to reach with the tip.
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